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Preface

A new qualitative stage of the market economy, defined as knowledge economics,
differs considerably from the previous stage in terms of nonlinear trends in eco-
nomic development. Those responsible for reproduction cycle management have to
make managerial decisions in conditions of high uncertainty affecting the develop-
ment of production processes, distribution, exchange, and consumption. It is impos-
sible to estimate the effectiveness of such projects and processes without adequate
administrative instruments.

Economic-mathematical modeling is one of the most effective methods for de-
scribing complex socio-economic objects and processes in terms of mathematical
models in combination with new engineering decisions. Modeling thus becomes
part of economics itself. Knowledge economics as a common albeit somewhat ab-
stract category must be expressed in a tangible concrete form. This can be achieved
by means of mathematic modeling of its processes as managerial objects.

The present work presents a series of works in the field of scientific and method-
ological bases of creation of information-analytical systems of management of fi-
nancial and economic processes and systems in the period from 1995 to 2011 years.

This text reflects the current level of theoretical research and development of the
system of mathematical models and methods that can be used to solve real, impor-
tant economic problems: control of development and operation support at any bud-
get level; quality assessment of economic systems management in terms of energy-
entropic approach; and risk management of investment processes.

The proposed mathematical methods and models were tested on the example
of Kazakhstan’s economy, and developed solutions and models may be used in any
level and in any State. In the course of this research were analyzed and developed the
ideas of Nobel laureates and leading scientists—V. Leontiev, Prigogine, G. Odum,
E. Odum, Harold Kuhn, John Keynes, Christopher Sims, principle of McKinsey
matrix and others.

The reader will find presented here a complex of models used to analyze and
forecast the flow of budget financial resources. Current calculations and long-term
forecasting of budget indicators are the instruments of realization of strategic de-
velopment plans. Traditional methods of budget program planning are still widely
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vi Preface

used; they include planning based on rated standards specified by administrative
bodies or by the changing dynamics of previous periods. However, the development
of information technologies (IT), the requirements of a market economy, and the
high pace of development necessitate new, highly intellectual and precise analytical
and planning models.

The semantic and frame-based models suggested in this work create the math-
ematical basis for automated system control. The author presents here his seminal
development of a mathematical budget model which with mathematical exactness
reflects properties and conditions at any budget level. Methods and mathematical
models for program control of budget resources focused on end results such as cor-
rect planning are utilized according to the strategic plan of socio-economic develop-
ment of the nation or region. Benchmarks are thus created against which to estimate
the achievability of set goals under certain limitations in budget funds and budget
potential as determined in the process of medium-term planning. This work details
an effective method for estimating the stability of program movements determining
system decisions, based on construction of Lyapunov’s function, allowing planners
to estimate the efficiency of budget mechanisms for resource distribution. The prin-
ciples governing the design of an intellectual system modeling program control of
budget resources, and permitting correction of the decision by adjustment of the
system of indicators, are outlined.

New knowledge often arises at the intersection of different scientific fields when
well-known laws of one science are adapted to and interpreted by the other, opening
up a phenomenon for approach from another angle, and the results can be exciting.
An example is application of the thermodynamic approach to business system man-
agement, through mathematical descriptions focused on a decrease in entropy and
increase in productive efficiency. The theoretical approach proposed by the author
becomes even more valuable as national theory and practice in Kazakhstan have not
previously offered developments in the assessment of business system efficiency
based on the energy-entropic method. The universality of the proposed method is
based on the fact that all systems of the material world—from wildlife and inan-
imate nature to technology and production—are arenas of ever-present change in
amounts of energy and entropy, and studying this dynamic can give new knowl-
edge of the laws governing the functioning and development of such systems. This
research undertakes, therefore, the scientifically based application of the energy-
entropic method to assessment of the economic efficiency of any production pro-
cess.

The work further suggests methods and mathematical models which can be used
to analyze currency purchase and sale, to make forecasts, to determine profitable
cycles, and to structure decision-making in the foreign exchange market. An infor-
mation system is developed on the foundation of these methods and is applied to a
more detailed analysis of the foreign exchange market, leading to practical recom-
mendations for second-rank banks on correction of exchange rates. A description
is provided of the software, hardware, and instrumentation used in the proposed
system.

In order to protect the safety of financial investments in conditions of information
uncertainty, methods and mathematical models are developed to assess innovation
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projects. This is a strategically oriented approach which enables every project to
engage the highest available expertise level with application of advanced informa-
tion technologies. The role of risk-management and qualitative project assessment
becomes even more important if the project in question is innovative—and it must
be stressed here that innovativeness of development is one of the main priorities of
the economic program of our country. A richly complex method of assessment of
innovation projects and a graphic model based on such parameters as innovation,
competitiveness, and reduced net cost of a project facilitate in-depth assessment of
innovation projects on the basis of absolute positioning. The methods and mathe-
matical models presented here can be used by expert commissions of venture funds,
development institutes, and other potential investors to meaningfully assess innova-
tion projects.

Investment in the development of economic processes and systems always entails
risk. An investment decision that is not adequately reasoned can cause adverse eco-
nomic consequences for the investor. Making investment decisions becomes even
more complicated with the high degree of uncertainty surrounding economic con-
sequences of a given investment. The series of mathematical methods and models
proposed here represent an integrated methodology for making investment deci-
sions that aims to reduce risk by more objectively estimating probability of invest-
ment consequences, and thereby to equip the investor with a practical instrument
for scientifically-based forecasting. A review of a variety of methodological ap-
proaches to studying risk reveals that researchers tend to focus their attention on
entrepreneurial risk—that is to say, as the object of analysis they consider individ-
ual enterprises, and the subjects of their investigations are statistical variations in
stochastic probability distributions of all possible losses and damages. Meanwhile,
insufficient attention is given to the investigation of principles of functioning and
forms of manifestation of nonstatistical risks, their influence on the entrepreneurial
activity and interaction with statistical risks. This research suggests a methodologi-
cal base for creation of an integral expert system supporting coordinated investment
decisions that takes into account assessment and control of project risks.

The methods and models developed by the author have been brought to practical
realization in the form of software tools. These are reliable instruments to be used
in solving problems of business forecasting, assessment, and management of the
development of economic processes and systems.

I would like to acknowledge contributions to this book made by my assistants
I.G. Kurmashev, A.U. Shintemirova, Zh.D. Mamykova, E.S. Kutuzova, V.P. Ku-
likova.

It is my hope that this work will be of both theoretical and practical interest to its
readers, to the benefit of all.
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Chapter 1
Mathematical Methods of Budget Modeling

One of the key goals of public administration is distribution of budgetary funds as
specified in budget planning.

The budget as an economic form of real, objectively specified distributive rela-
tions fulfills a specific public role: It satisfies demands of the society and its gov-
ernmental/territorial institutions. It can therefore be considered as an independent
economic category and, hence, as an independent object of research.

The budget per se is not a “popular” object of research in the field of economic-
mathematical modeling. Studies devoted to modeling of macroeconomic processes
are usually oriented towards the solution of narrow and highly specified problems.
For example, the classical macroeconomic approach to budgetary regulation sug-
gests a model of the tax system multiplier as a practical application of Keynes’
model; there are also models optimizing applied exchequers and income aspects of
the budget.

Most investigations in this field consider the budget globally, not as a specific
object of management but as a system disturbing parameters affecting the budget.

Therefore there are not many models based on cash flows in the budget system
which would enable analysis of the history of development of budget elements in
dynamics and thus could be used to forecast budget behavior in the future.

The platform of such an approach to budget modeling may be summarized as
follows: The process of clarification (adjustment) of the draft budget is an inevitable
and efficient stage in control of budget performance envisaging usage of formalized
criteria in choosing items in addressing allocation of funds. The main results of such
investigations are these:

• Specific features of the business system structure enable use of a frame-based
representation of budget knowledge, which promotes a more flexible approach to
algorithmization and programming.

• Construction and analysis of mathematical models help to identify bottlenecks in
the budget system and determine a target in the field of research.

• In light of intensive development of socio-economic activities it becomes feasible
to make short-term forecasts of growth of financing and receipts within the budget
system.

© Springer-Verlag Berlin Heidelberg 2015
G. Mutanov, Mathematical Methods and Models in Economic Planning,
Management and Budgeting, DOI 10.1007/978-3-662-45142-7_1
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2 1 Mathematical Methods of Budget Modeling

Fig. 1.1 State budget structure

• Information and computing technologies enable development of a sophisticated
budget system with feedback, such that visualization at any moment in time en-
ables the researcher himself to make corrections.

1.1 Budget as an Object of Modeling and Management

1.1.1 Budget Structure and Contents

The budget system is a set of financial relations between state, legal, and physi-
cal entities related to formation and usage of centralized monetary funds, budgets,
and methods and techniques of their development and performance, as well as ad-
ministration bodies. The state budget is a centralized monetary fund of the state
approved by decision of the representative bodies, designated for support of social
and economic development of the country and created at the expense of taxes, other
obligatory payments, income from capital transactions, and non-tax and other re-
ceipts.

The state budget structure is formed on the basis of budgetary classification and
includes seven parts [1] (Fig. 1.1).

The general budget state is one of balance: Sections I, II, and III in the figure refer
to balance credit, while sections IV, V, VI, and VII balance debit. Deficit (the excess
of expenditures over revenue), and surplus (the excess of revenue over expenditures)
have, respectively, “minus” and “plus” signs in the balance structure. The Ministry
of Finance provides financing of deficit and usage of surplus, depending on the state
of the budget.

Revenue to the budget is classified according to four subdivisions:
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• Category: tax revenues, income from capital
transactions, official transfers, repayment of
credits taken from the budget, general financing,
movement of other budgetary funds

For example:

Tax revenues

• Class Every subsequent subdivision
gives more detail about income

Tax group

• Subclass Tax type

• Specificity A specific payer or taxable object

Expenses follow the following classification system:

• Functional—provides detailed characteristics of types of activity and participants
in budgetary relations, forming a code for functional classification of expenses:

(1) a functional group;
(2) a subfunction;
(3) a state institution—program administrator;
(4) a program;
(5) a subprogram.

• Economic—distributes expenses according to allocation and type of expense.
• Departmental—groups budgetary programs according to executors: executive

bodies of the Public Health Ministry, Ministry of Finance, Ministry of Educa-
tion, akimat administration, etc.

The budget performance uses a combination of functional and economic classi-
fications in the form of cross-classification including basic subdivisions of all clas-
sifications.

Budgetary classification using the same structure—sections, paragraphs, chap-
ters, and articles—corresponds to the principle of unity of the budgetary system,
facilitates budgeting, enables unification of budget indicators, and creates a basis
for implementation of an automated system of financial calculations in budgeting
and budget performance, as well as a wide use of computers [5].

1.1.2 Main Principles of Budget Formation

Assignment, functioning, and interrelation of all budget elements form a single
mechanism called a budgetary system. The structure of the budgetary system is
determined by the state system of the country; for example, the structure of the bud-
getary system of Kazakhstan includes the republican budget as well as the local
budgets of regions (oblasts), cities, and city districts.

The main problem of the operating budget is, in fact, a financial one. Increases in
budget revenue and optimization of expenses, budget balancing, distribution of bud-
getary funds in rapidly changing social and economic conditions—these financial
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aspects of the budget structure define the level of social and economic development
of the country and ultimately the living standards of its people [2–4].

As specified in the Law on Budgetary System of the Republic of Kazakhstan
[5, 6, 8], the budgetary system is based on the following principles:

1. The principle of unity means the degree of organizational—economic centraliza-
tion of the budgetary system. Unity is expressed in the existence of a common
system of public revenues operating on the territory of the country, and through
uniformity of State expenditures. This principle guarantees unity of methodol-
ogy and organization of budgetary planning, and of its interrelation with social
and economic forecasting.

2. The principle of completeness means that all financial operations of the govern-
ment, all collected receipts, and all expenditures are concentrated in the budget;
each item in the budget accounts for all state receipts and expenses incurred in
the frames of reference of that item.

3. The reality principle is necessary for prevention and elimination of falsification
of budget inventory. It implies correct representation of state financial operations
in the budget, and correspondence of the approved sums to the performance of
budget assignments.

4. The publicity principle means the requirement to publish data of budget incomes
and expenses in the periodical press so that the public may become acquainted
with the budget structure, as well as any budget deficit and the methods employed
to cover it (cutting back on expenses, increase in incomes, loans, currency issue).

5. The independence principle means maintenance of stable specifications of in-
come distribution among budgets of different levels and the right to define the
direction of budget expenditures.

The budget is formed at the expense of taxes, levies, transfers, and other obliga-
tory payments specified by the current legislation, and fulfills the following tasks:

– redistribution of internal national product (GNP);
– state regulation and stimulation of the national economy;
– financial support of the budgetary sphere and realization of the social policy of

the state;
– control over formation and usage of centralized funds of money resources.

The data of accounting and reporting, the number of taxpayers and objects of
financing, and the sum of tax revenues form the initial planning base for revenues
and expenses. Budgetary planning relates to concrete items and is calculated for
the budgetary period. In forming a projected, consolidated financial balance it is
necessary to forecast calculations of the main budgetary indicators.

The consolidated financial balance is a comparison of the total monetary receipts
from all potential territorial units with the financing sums allocated for the planned
objects of public administration and assistance.

Forecasting of budget development is a complex of probabilistic assessments of
possible developmental trends of revenue-producing and expenditure budgetary el-
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Fig. 1.2 Process of budget formation

ements in order to calculate and justify optimal means of budget development and
to propose methods of budget strengthening on the basis of existing tendencies, spe-
cific social and economic conditions, and projections.

The process of budget formation at different levels is shown in Fig. 1.2. The
disadvantage of this approach is calculation of the sum of budget expenditures and
then revenues by regulating receipts, which in some cases leads to approval of local
budgets with concealed deficits.

The approved budget can be corrected within the year if new circumstances arise
(additional reserves of receipts appear, new governmental programs are introduced,
etc.); in this case the estimate of expenditures is recalculated for changed articles.
As is noted in [7], “the procedure of budget forming and forecasting at all levels
still uses the system inherited from the old centralized regimes, with practically no
changes.”
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1.2 Budget Models

1.2.1 Models of Knowledge Representation and Budget
Functioning

The budget system has a stringent unfolded hierarchical structure. The elements
of the system are budget items assigned different values depending on the type of
inquiry. In the unfolded form, the budget has a large volume, with the number of
all income and expenditure items roughly amounting to 80 and 1300, respectively.
Therefore to process such data arrays it is necessary to use information technolo-
gies. The usage of computer facilities as means of information processing requires
representation of the subject data in a form suitable for digital processing [9–12].

However, there is a class of non-formalized or ill-structured problems which have
one or several features typical of the budget system:

– the algorithm of problem solution is unknown or cannot be used because of lim-
ited computer resources;

– the problem cannot be defined in numerical form;
– the targets of the problem cannot be expressed in terms of a specific target func-

tion.

Attempts to solve non-formalized problems and to eliminate disadvantages of the
procedural approach led to formation of a separate direction in artificial intelligence:
knowledge engineering.

The idea of this approach used in knowledge engineering is to separate knowl-
edge from the software in the computing system and to turn it into one of the com-
ponents of its dataware, termed a knowledge base.

Knowledge is represented in a specific unified form which allows its easy identifi-
cation, modification, and updating. Problems are solved by means of logical conclu-
sions made on the basis of knowledge. For this purpose an independent mechanism
for making logical conclusions has been developed as a basic part of the system
software.

The systems constructed according to such principles are called knowledge-based
systems, where “knowledge is a formalized information referred to or used in mak-
ing logic conclusions.”

All possible knowledge is subdivided into the following types [14]:

– facts (factual knowledge of the type “A is A,” typical of databases and network
models);

– rules (knowledge of the type “IF, THEN” for decision-making);
– metaknowledge (knowledge of knowledge, i.e., knowledge concerning modes of

its usage, knowledge concerning properties of knowledge; this is needed to ad-
ministrate knowledge bases, to make logical conclusions, and for identification,
training, etc.).

Knowledge is represented in a special form. The form of knowledge represen-
tation considerably influences characteristics and properties of the system; there-
fore knowledge representation is one of the most important problems typical of
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knowledge-based systems. As logical conclusions and operations with knowledge
are made using software, knowledge cannot be presented directly in the form used
by man. Therefore formal models of knowledge representation are developed in or-
der to represent knowledge.

Four separate models of knowledge representation are typically defined [15, 17,
18]:

– logic model;
– production model;
– frame-based model;
– semantic network model.

The specificity of budget structure knowledge leads to wider usage of the last two
types of knowledge representation models in this context.

The frame-based model of knowledge representation is a psychological model of
human memory and mind systematized in the form of a unified theory.

An important point in this theory is understanding of the frame—data structure
for representation of a conceptual object. Every frame describes one conceptual ob-
ject, and specific properties of this object and facts concerning it are described in
slots—structural elements of the given frame. In general, the frame can be repre-
sented as the following structure:

Frame name:
Name of slot 1 (value of slot 1);
Name of slot 2 (value of slot 2);
. . .

Name of slot N (value of slot N).

The slot may have the following values: numbers, formulas, texts in a natural
language or programs, output rules or references to the other slots of the given frame
or other frames. The value of the slot can be presented by a set of slots of the lower
level, which realizes the “matreshka” principle in the frame of representations.

All frames are interconnected and form a unified frame system in which declara-
tive and procedural knowledge is integrally united. As the conceptual representation
usually has a hierarchy, an image of integral knowledge is constructed as a single
frame-based system with a hierarchical structure.

The mechanism of output control can be organized as follows: connections be-
tween a specified frame and other frames are given in the special slot, the value of
which is an attached procedure—a specific output procedure in the frame.

To provide an output, first one of the attached procedures of the frame is started.
Then the return value is estimated, and depending on the result the attached proce-
dures of other frames are successively initiated. During this process slots are gener-
ated and destructed, their values change, etc.

It is a process of gradual advancement towards the target value.
The language of frame-based knowledge is especially effective for the structural

description of difficult concepts and solution to problems in which, according to the
situation, it is desirable to use different output modes.
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No standard definition of semantic networks exists, but usually the term implies
a system of knowledge comprising a network with nodes corresponding to concepts
and objects, and arcs—relations between objects. Hence, every possible network
can be considered as a part of a semantic network.

The relations used in semantic networks can be classified as follows:

– linguistic; in particular, case relations including relations of the type “object,”
“agent,” “condition,” “place,” “tool,” “purpose,” “time,” and others;

– attributive, such as form, size, color, etc.;
– characteristics of verbs, which include gender, tense, mood, voice, number;
– logic providing performance of operations for calculation of statements (disjunc-

tions, conjunctions, implications, negations);
– quantified, i.e., using universal and existential quantifiers;
– theoretical, including the concepts “an element of the set,” “subsets,” and others.

A specific feature of the semantic network is integrity of the system formed on
its basis, which does not allow the separation of the knowledge base from output
mechanisms. The semantic network is usually interpreted by means of procedures
using it.

These procedures are based on several modes, but the most typical among them
is a comparison of parts of the network structure. This mode is based on construc-
tion of a subnet corresponding to the problem, and its comparison to the network
database.

The main advantage of semantic networks is their visualization and direct con-
nection of concepts through the network, which enables the user to quickly find
connections between concepts and, therefore, to control accepted decisions.

In working out a concrete model of knowledge representation one should try to
take into account the following requirements [16, 18]:

1. Knowledge representation must be homogeneous (uniform). Homogeneous rep-
resentation simplifies the mechanism controlling logic output and knowledge
management.

2. Knowledge representation must be understandable to experts and system users.
Otherwise, the process of knowledge acquisition and its assessment becomes
rather difficult.

The development of knowledge representation models enables the user to realize
computer variants of data processing tools with usage of control elements able to
recognize system elements and their functions [18].

The process of formulation of research and modeling problems is based on sys-
tematized representation of the studied object.

The term “system” points out ordering, integrity, and the presence of certain laws.
System representations cause interest not only as a convenient generalizing concept
but also as a means of formulating problems with a high level of complexity.

Any economic system is a dynamic system of a certain level of complexity. It
consists of a large number of parts (subsystems) connected by numerous links ex-
pressed as flows of labor force, materials, energy, information, and financial as-
sets [3].
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Fig. 1.3 Schema of the static state of the budget system

The budget system is a system providing centralized receipt and purposeful dis-
tribution of money resources.

The elements of such a system are budget indicators (items of income and ex-
penses according to budgetary classification).

The flows of money resources between these form a system of connections. The
operation of the system provides a programmed and well-founded distribution of
resources.

The efficiency indicator shows the correspondence of the actual execution of
budgetary indicators to the planned volumes. Therefore the planning process is the
basis of the budget system.

As the expense part of the budget includes financing of the social sphere, public
administration, and programs of social and economic development, effective usage
(control) of this parameter will be an object of system control.

The revenue part of the budget is planned based on the taxable base of the region
and calculated indicators of tax proceeds.

Planning of income is a process with a high degree of uncertainty. Its control is
a complicated process because it is impossible to plan with a high probability such
indicators as State taxes, receipts under penalties and other factors that depend on
the situation.

Any system is either in motion (dynamic) or in a static state (constant). It is very
important to determine the exact state of the system in time.

The static system is a more definite system as the action of time factors is ex-
cluded from the set of external actions.

The static structure of the budgetary system (in a steady or constant period) can
be presented as follows (Fig. 1.3): Of all the structures of the budgetary system
we consider the subsystem which only includes the elements of income (X), ex-
pense (Y ), and their balance ratio [8, 19].
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Thus, the objects of financing and objects of revenue sources are beyond the
frameworks of the studied system. The results of system operation are indicators of
budget performance in the reported period (F (X,Y )).

The process of budgetary system functioning in such a structure consists of the
following stages:

(1) income and expenses for the forthcoming budgetary period (X,Y ) are planned
on the basis of sources of revenue and financing;

(2) the development of the expense plan is influenced by the fixed plan of incomes,
which acts as restrictions in the sources of financing;

(3) income and expense planned targets are brought to the balance ratio (Fpl(X,Y ),
where

∑
xj =∑

yi );
(4) in the process of budget performance the system is influenced by different dis-

turbing factors caused by political, economic, and natural changes. The result
of such influences is reflected in the system in the form of absolute changes in
income;

(5) changes in the budget plan are expressed by the function of budget adjustment
(�F(X,Y )) on the basis of which the income plan (�xj ) and, accordingly, the
expense plan (�yi) are adjusted;

(6) as a result of adjustments introduced into incomes F(X,Y ) the budget perfor-
mance differs from the originally planned version;

(7) adjustment of the budget plan is made (�F(X,Y )) in order to provide minimal
divergence from the actual execution;

(8) the result of system operation is budget performance in the current period
(F (X,Y )).

Such adjustments of the plan allow control of current budget changes. As the
controlled system must have a feedback element, the function of such an operator
in the studied system is performed by the function of possible change in expenses
caused by income changes and the function of plan adjustment.

The budget system is a component of all economic and financial systems of the
state, therefore in each period the system is influenced by various factors: legislative
changes, economic development, the political situation, etc.

The model must satisfy the principles of balancing, proportionality, and trans-
parency in the distribution of budgetary funds.

Functioning of the budget system at each stage is provided by the laws of the
operating system presented as models of knowledge structuring and mathematical
models of element interaction.

1.2.2 Semantic Model of Budget Representation

1.2.2.1 Object Domain Model

The idea of the knowledge model of the budgetary system is to create a semantic
network of concepts and elements of the object domain, forming budget knowledge.
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Fig. 1.4 A semantic budget
model

This base is used to form the budget databank with observance of all requirements
of unified budgetary classification, as well as rules of processing values of system
elements and their interrelations. The obtained databank is analyzed in terms of
logic models [8].

Taking into account specific features of the budget structure and the need to create
a knowledge model, we will represent a knowledge (object) domain as a semantic
network. The concepts of the system are placed in the vertices of the graph and
connections between vertices correspond to relations between concepts. The result
is a model of the data structure that may be visualized as a network.

It is very convenient to use a semantic knowledge graph to form the knowledge
base of the budget. In such a graph every element of the budgetary system can have
its own level of specification, size, and set of values depending on its level in the
budget structure.

A specific feature of the semantic network the is integrity of the system thus
created, which does not allow division of the knowledge base from the mechanism
by which conclusions are formed.

The semantic network is interpreted by means of procedures using it. These pro-
cedures are based on several modes, but the most typical of them is a method of
comparison of parts of the network structure. It is based on the construction of a
subnetwork corresponding to a certain category of knowledge and its comparison to
the database of the unified network.

In this model the concept “budget” is subdivided into three interrelated concepts:
item, structure, and item values.

Thus, each concept can be presented in the form of an independent network.
The integral semantic model of the budget is shown in Fig. 1.4.
Every element of the budget system in the semantic model includes two semantic

relations: a set of data (values) and a classification category.
According to the general budget structure, two semantic submodels—a submodel

of the budget item and a submodel of the budget structure—are considered. The
submodel of values is a model of logic rules [8, 13].

Thus, the semantic budget model displays the knowledge base of the item, its
level in the budget structure, and possible values.

The elements of the integral model represent three subsystems constructed ac-
cording to the following relations: The submodel “Item” is a component; the struc-
ture is formed in the submodel “Structure”; and the quantitative and qualitative val-
ues are calculated in the submodel “Value.” The submodel “Item” is a link for all
models. Each submodel is further presented as an independent semantic network.
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Fig. 1.5 A semantic model
of the budget item

The central concept of the considered knowledge domain is the concept “bud-
get item” which contains information about its belonging to a certain program of
actions.

According to the hierarchical structure of the budget, any item is an element of
the higher-level item and includes items of the lower level.

Thus, any item can be presented as follows:

Item Name i.j
Includes List of items {item i.j.1., item i.j.k.}
Refers to Item i
Value 1 Number/Expression
Value 2 Number/Expression
. . . Number/Expression
Value n Number/Expression

The semantic graph of this model is presented in Fig. 1.5, which shows the basic
constituting elements and connections between them.

All items have definite values which can be presented as follows:

– quantitative values assigned to the given item;
– values obtained by summation of the values of the lower-level items;
– values obtained by processing the above values;
– logical, textual values of the item.

The arcs display such connections as “refers to,” “has,” and “includes.” Each
value of the connection “has” is a result of a logical or computational rule of pro-
cessing values for the chosen element.

Similarly, the connection “includes” displays the list of all items provided in the
program for realization of the given item.

The values of the model items are the summands for obtaining the values of the
considered item. The connection “refers to” shows that the given item belongs to
the higher-level item; accordingly, its values are summands of the higher item.

Items of intermediate budget levels have similar semantic graphs regardless of
their belonging to income or expense budget parts.

If the considered item is the lowest level of the budget hierarchical structure, its
semantic graph displays connections with the higher item and assignment of values.

The graph of the lowest-level item of the budget is shown in Fig. 1.6.
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Fig. 1.6 A semantic graph of
budget specificity items

If the item forms the first level in the hierarchy of budget items, i.e., the bud-
get level, its graph, according to the budgetary classification, shows connections of
value assignments (which can include values of the budget state) and the presence
of items of revenue and budget expenses.

This model can be structurally presented as follows:

Item BUDGET
Income Revenue
Expenses Expenditure
State Deficit/surplus
Value 1 Number/expression
Value 2 Number/expression
. . . Number/expression
Value n Number/expression

A corresponding semantic graph is presented in Fig. 1.7.
In the given semantic model the relation “receives” enables determining that the

item refers to the budget income, and the relation “is allocated”—a budget expense.
The items “Revenue” and “Expenditure” refer to the items of the intermediate

level whose semantic graph was considered earlier.
The connection “state” describes the current state of the budget—deficit/surplus

—by comparison of the amount of receipts and expenditures. The connection “has”
is a result of the submodel “Value” corresponding to the chosen item level.

Thus, on the basis of the developed semantic model of budget items it is possible
to construct an integral model of the budget system.

Fig. 1.7 A semantic graph of the BUDGET item
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1.2.2.2 A Budget Structure Graph

Figure 1.8 shows a semantic graph of the knowledge base for the regional budget
which reflects all interactions of elements of classification groups.

All vertices (nodes of the graph) correspond to budget items. The classifying ele-
ments marked by dotted arrows indicate belonging to a certain class (for the arrows
directed upwards) or containing elements (for the arrows directed downwards), and
represent the connections “refers to” and “includes.”

This structure corresponds to the accepted uniform budgetary classification
where each vertex has its code corresponding to the code in the state classifier of
budget items.

The graph was constructed according to the rules of construction of hierarchical
tree-like structures:

– the graph has only one root;
– the graph does not have any isolated (dangling) vertices which are not connected

with the higher vertices, except the root;
– the connection is provided in two directions: from top to bottom and from bottom

to top;
– a lower vertex can be connected only with one higher vertex;
– items are grouped at one level according to a common criterion (the general pro-

gram).

The model structure corresponds to the general budget structure [20].
As budgets at all levels are formed according to the same schema, the given

model is applicable to any system whose functions coincide with the budget func-
tions.

1.2.2.3 A Graph Representing Budget Values

The key point in the notion “budget” is the budget item, namely the values it takes
in different cases.

The item has several values, both fixed in the plan and in the budget performance,
and calculated as required to make decisions in the process of budget performance.
Every value of the item has a corresponding algorithm of its processing in the gen-
eral knowledge base.

The aim of the semantic model for the budget item values is to develop a model
forming and analyzing numerical and semantic item values.

Therefore the graph for budget value processing corresponds to the item graph
and reflects the structure of its formation.

A corresponding semantic graph is represented in Fig. 1.9.
The roles of conditions are played by logical and mathematical rules based on

the principles of budget system functioning and processing of the lower-level items
included in the given item, which can be written in the following way:

Item value i.j.= condition {Value i.j.1; . . . ; Value i.j.k}.
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Fig. 1.9 A semantic model
of budget item values

Productive knowledge models are widely used to realize formalized systems of
data processing and systems based on experts’ intuition and experience. As the pro-
ductive models are realized procedurally, they have a useful property of modularity.
That is why rules can be added or deleted without any unexpected side effects, which
is very important for the sphere studied in this work.

If the condition has become invalid or if, by contrast, an absolutely new require-
ment has appeared, these changes can be included in the system.

To represent knowledge related to processing of budget items, module algorithms
for data processing are used.

Mathematical budget models can be expressed as algorithms of data processing.
The rules and conditions are algorithmic forms of logical and mathematical bud-

get models including summation of absolute item values and data acquisition on
the budget (balance) state. Moreover, the rules of modules can be changed during
processing, excluded from or added to the general model.

The elements of the budget model are all types of budget item: Y -expense items,
X-income items.

To describe the knowledge domain in terms of the rules of processing of variables
and elements, the following symbols are used:

yr—expense item elements (r = 1, expense; r = 2, crediting);
yri—expense item elements of functional groups;
yrij—expense item elements of subfunctions;
yrijs—expense item elements of public institutions;
yrijsm—expense item elements of programs;
yrijsmk—expense item elements of subprograms;
yrijsmkl—expense item elements of specificities;
xd—income item elements of categories;
xdq—income item elements of classes;
xdqw—income item elements of subclasses;
xdqwp—income item elements of specificities.

Indexing of elements enables recognition of the item in the budget structure and
preservation of the classification code. The variables are numerical and calculated
values assigned to the model elements.

Therefore the budget analysis can be presented in terms of constructing algo-
rithms in the form of individual modules for data processing.

The set of modules forms a productive model of knowledge presentation for the
functional budget structure. The model enables the introduction of optional formal-
ized knowledge not violating the system structure, as well as the use of any number
of variables and methods for processing them.



1.2 Budget Models 17

The semantic budget model expressed as the graphs of submodels of the ratios
of system elements enables the developer:

– to exactly define the content and purposes of budget items;
– to present the content in a vivid and demonstrative form;
– to form a system (integral) representation of the content both for developers and

users;
– to structure the content according to accepted classification requirements;
– to define functional budget content;
– to switch to digital forms of representation of the content model.

As a whole, the semantic model reflects the existing interrelations between the ele-
ments of the budget system.

1.2.2.4 An Example of the Semantic Model

Let us consider local budgets as examples of the semantic model. The main task of a
knowledge representation models is recognition of the user’s computer information.
As an example we will consider the following statement:

Financing of item 5.2.254.39.30.132, Purchasing of medicines and other items
used for medical purposes, amounts to 7,312,000 tenghe.

This item referring to specification No. 130 “Purchasing of goods” by a public
institution (program administrator No. 254 “Executive office of the Public Health
Ministry financed from the local budget”), fulfilling subprogram No. 30 “Sanitary
and epidemiologic stations” of the governmental program No. 39 “Provision of san-
itary and epidemiologic welfare,” which refers to subgroup No. 2 “Public Health
Care,” functional group No. 5 “Health Care” of the expenditure budget part, was
assigned the value of 7,312,000 tenghe.

According to the structural graph, this element is the final vertex providing con-
nection of the type “refers to” to the higher-level items and having the value “has.”
The item code defines its position in the budget structure. The assigned data are used
to get the values of all higher items and are a component of all budgets.

Let us consider another example where the budget element is not the final vertex.
In the framework of the government program “Rendering medical aid to HIV-

infected patients,” number 5.2.254.31, the sum of 12,351,000 tenghe was allocated.
This items refers to the public institution program administrator No. 254 “Ex-

ecutive Office of Public Health Ministry financed from the local budget,” subgroup
No. 2 “Public Health Care,” functional group No. 5 “Public Health Care,” in the
expenditure budget part. The value of the item 12,351,000 tenghe is the sum of
the values of subprograms included in this program. The expressions “is allocated”
and “financing” are equated to the connection “is allocated to,” which defines the
element as a budget expense.

Income items are recognized in a similar way, for example:
The income tax paid by the legal entities withheld from the payment source has

made 4,755 million tenghe.
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The above item having classification code 1.1.1.3 refers to the category of tax
proceeds of the budget revenues, class “Income tax,” subclass “Income tax paid by
legal entities.” The volume of returns under the given item has made 4,755 mil-
lion tg.

1.2.3 Frame-Based Model of Budget Knowledge Representation

1.2.3.1 Budget Model

As the knowledge of a specialist about the structure of the subject domain has a hi-
erarchical interrelated character, to represent the above-stated key concepts frame-
based models are used. The frame-based model can contain information in a struc-
tured and ordered form, and having access to the sections required at the moment
makes it possible to input data in a more flexible form [21].

It is suggested to use a frame-based system for the budget, with subsystems for
its articles. The active frames with additional information about special levels of
budget articles will serve in the database as a transition from the active frame of
the previous article to the frame of the lower-level article. In this case the frames
of individual budget articles will have the same substructure. This phenomenon is
called terminal section and is considered an important part of frames theory.

Unlike the other models, the frame models have rigid structure of information
units called a protoframe [13, 14]:

Frame name: (name)
Slot 1: (value of slot 1)
Slot 2: (value of slot 2)
. . .

Slot N: (value of slot N)

A slot is an unfilled frame substructure; filling it brings it into association with a
certain situation, phenomenon, or object. To find the slot value, the set of the slots of
the lower level can be used, which enables realization of the “matreshka principle”
in the frame model.

When the frame is concretized, it and its slots are assigned names, and slots are
filled. Thus, protoframes turn into frames—specimens. A transition from the initial
protoframe to the frame—specimen can proceed in several stages because of step-
by-step specification of slot values.

Every frame contains the following information: how to use it, what to do if
something unexpected happens, and what information is missing in slots. To or-
ganize communication between the objects of the subject domain, the network of
frames is constructed. The communication can be organized by placing the names
of other frames in some slots of the subframe.

The described approach allows us to model budget changes, to analyze relations
between expense and income items, to freely process the data, and to trace the hi-
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erarchy of item formation. The frame-based model is based on the approved budget
structure whose basic components are receipts and expenditures.

The structure of the expenditure part, according to the unified budgetary classifi-
cation, has seven levels:

r. Expenses/Crediting
r.i. Functional groups
r.i.j. Subfunction
r.i.j.s. Public institution
r.i.j.s.m. Program
r.i.j.s.m.k. Subprogram
r.i.j.s.m.k.l. Specificity

The revenue structure has four levels:

d. Category
d.q. Class
d.q.w. Subclass
d.q.w.p. Specificity

According to the approved classification of the budget system elements, the su-
perframe “BUDGET” has been created, expressed as:

FRAME NAME: BUDGET
TYPE of SUBFRAME 1: receipts
TYPE of SUBFRAME 2: expenditures
VALUE 1: module 1
. . .

VALUE F: module F

The subframe “VALUE” in all prototypes of the frame-based model is further
presented as a module of the logic knowledge model of the specified frame level.
Such structure of the superframe reflects a detailed elaboration of concept “BUD-
GET.” According to the frames theory, the superframe contains as slots individ-
ual subframes, which reflect the meaning of content in the element of the concept
“BUDGET.”

The prototype of subframes at each level is presented as follows:

FRAME NAME: (name)
TYPE of the SUBFRAME 1: (name)
TYPE of the SUBFRAME 2: (name)
. . .

TYPE of SUBFRAME N: (name)

Here the slot “FRAME NAME” reflects belonging to the higher-class elements,
and the slot “SUBFRAME TYPE” contains a classification indicator—the name of
the type of budget item.
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As the budget consists of two parts, and these have different structures, the sub-
frames are individual submodels of the frame-based budget model.

1.2.3.2 Budget Item Model

The frame-based budget model enables the user to make a query of a single item
or a list of budget items by the address (code) from any place in the structure. This
follows from the necessity of analyzing budget items in any section of the budget
structure levels. For this purpose, frame-based item models for the revenue and
expenditure parts have been developed [8].

The prototype of the revenue item subframe:

FRAME NAME: RECEIPTS
FRAME TYPE: income item
CATEGORY: code_name d
CLASS: code_name d.q
SUBCLASS: code_name d.q.w
SPECIFICITY: code_name d.q.w.p
VALUE 1: module 1
. . .

VALUE F: module F

Such a frame structure enables the input of an item address and the output of its
value without going through the entire frame-based structure of the budget model.

The subframe of the expense item is presented in the following prototype:

FRAME NAME: EXPENDITURES
FRAME TYPE: expense item
FUNCTIONAL GROUP: code_name i
SUBFUNCTION: code_name i.j
PROGRAM: code_name i.j.m
SUBPROGRAM: code_name i.j.m.k
INSTITUTION: code_name i.j.m.k.s
SPECIFICITY TYPE: code_name i.j.m.k.s.tv0
SPECIFICITY of EXPENSES: code_name i.j.m.k.s.tvn
VALUE 1: module 1
. . .

VALUE F: module F

A specific feature of the subframe “expense item” is that each slot is the cor-
responding subframe in the frame-based budget model. After choosing the frame
of the first slot, the subsequent slot contains the list of items included in the given
frame and their values. If a slot is not fully specified—for example, only the class
of items is chosen—then the whole list of items included in the slot is presented. In
this case, in “Value” slots the values of the last specified slot are given.
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Fig. 1.10 A structural schema of the knowledge base for a regional budget

Figure 1.10 shows the structure of the knowledge base for budget formation.
It reflects all interactions of elements of classification groups and their functional
roles.

Income and expense frames can be chosen at any level of budget items. The rules
are represented by the interaction matrix which gives the principles of distribution
of money resources among budget parts. These data can be used for further analysis
of budget indicators.

Thus, the expert can input budget data in the frame-based model according to the
budget structure. Moreover, it is possible to call up any frame at any level of the
budgetary classification which will contain the values and list of all subordinated
frames.

1.2.3.3 An Example of the Frame-Based Model

To test the applicability of the above knowledge-representation models, we will con-
sider their ability to recognize items. For example, to describe the following expense
item:

5.2.254.39.30.132. “Purchasing of medicines and other items used for medical
purposes” 7.312 million tg.

The following frame specification can be made:

FRAME NAME: expense item
FRAME TYPE: item
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FUNCTIONAL GROUP: 5 Public health services
SUBFUNCTION: 2 Public health protection
PROGRAM: 39 Provision of sanitary and epidemiologic well-being
SUBPROGRAM: 30 Sanitary and epidemiologic stations
INSTITUTION: 254 Executive office of public health services financed from the
local budget
SPECIFICITY TYPE: 130 Purchasing of goods
SPECIFICITY of EXPENSES: 2 Purchasing of medicines and other items used
for medical purposes
SUM: 7.312 million tg.
PRIORITY: 2
PRIORITY DEGREE: 0.625

Let us consider another example where the budget element is not the final vertex.
In the framework of the government program “Rendering medical aid to HIV-

infected patients” number 5.2.254.31, the sum of 12,351,000 tenghe was allocated.
The corresponding frame specification is expressed as:

FRAME NAME: expense item
FRAME TYPE: item
FUNCTIONAL GROUP: 5 Public health services
SUBFUNCTION: 2 Public health protection
PROGRAM: 31 Rendering medical aid to HIV-infected patients
SUBPROGRAM: 31 Rendering medical aid to HIV-infected patients
INSTITUTION: 254 Executive office of public health services financed from the
local budget
SPECIFICITY TYPE:
SPECIFICITY OF EXPENSES:
SUM: 12.351 million tenghe.
PRIORITY: 1
PRIORITY DEGREE: 5.25

Let us consider an example of the frame-based model for the income item:
The income tax paid by the legal entities withheld from the payment source has

generated 4.755 million tenghe.
For the revenue item the frame specification is made as follows:

FRAME NAME: income item
FRAME TYPE: item
CATEGORY: 1 Tax revenues
CLASS: 1 income tax
SUBCLASS: 1 income tax from legal bodies
SPECIFICITY: 3 income tax from the legal entities withheld from the payment
source.
SUM: 4.755 million tg.

Thus, every slot is the subframe and relates to the corresponding frame-
specification.
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In the database every frame is a “pack of cards” item or a set of homogeneous
items.

Thus, the submodels “Structure” and “Item” are presented in the form of the
knowledge frame model on the basis of connections presented in the semantic
model.

1.3 Mathematical Budget Models

System analysis is a methodology, and modeling is a tool for working out and using
means facilitating formation and analysis of aims and functions of control systems
of any complexity, including the budget. Among the applied modeling methods an
important place is occupied by economic mathematical methods which are applied
to the solution to the following practical problems [8]:

1. Improvement of economic information system for budgetary planning: stream-
lining of registration-accounting information system, detection of drawbacks in
the available information, and development of requirements for preparing new
information or updating information.

2. Intensification and better accuracy of balance calculations and projections of ex-
penditures and revenues.

3. Deepening of the quantitative analysis of formation processes and use of bud-
getary funds, quantitative estimation of the consequences of specification and
redistribution of estimated expenses within changeable items, etc.

4. Solution of principally new problems of budget planning, formation, and man-
agement. The dataware of budget planning and management must be based on
up-to-date hardware and software.

Characteristics of the budget model:

– the model operates with data from one fiscal year;
– input data: forecasted values of income and expenses relative to the calculated

base of the budgetary system objects;
– output data: the budget project close to the real execution;
– influence of external factors on the system—changes in the receipts and expendi-

ture plans;
– the result of model operation—possibility to adjust the budget project according

to the real execution.

Assumptions in the budget model:

– in order to control budgetary funds and their address movement, the amount of
change in one income item is transferred to one expense item;

– all revenue items form the general state budget;
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– when the budget is distributed for expenses, only the budget volume is considered
and sources of receipts are not taken into account;1

– every revenue unit is proportionately distributed among all expenditure items.

1.3.1 Static Mathematical Budget Model

Let m be the number of income items from which the budget is formed, and n the
number of expense items by which the budget must be distributed. Based on the
assumption of proportional distribution of each revenue unit among all expenditure
items, we will introduce a coefficient reflecting a share of each income item in the
given expense item:2

∀i ∈ {1, n} aij
def= yi

xj
, j = 1,m, (1.1)

where yi is the absolute value of the i-th expense item; xj is the absolute value of
the j -th income item; and aij is a coefficient of interaction of income and expense
items.

The coefficients of interaction can be considered in two aspects:

• in terms of distribution of an income item;
• in terms of formation of an expenditure item.

In terms of formation of each fixed i-th expenditure item (with participation of
all income items), we have:

aij
def= yi

xj
⇒ yi = aij xj ⇒

m∑

j=1

yi =
m∑

j=1

aij xj ⇒ yi

m∑

j=1

1=
m∑

j=1

aij xj

⇒ yim=
m∑

j=1

aij xj ⇒ yi = 1

m

m∑

j=1

aij xj . (1.2)

So that for each i = 1, n:

yi = 1

m

m∑

j=1

aij xj . (1.3)

1This means that it is impossible to analyze, for example, the influence of expense distribution on
future receipts to budget funds, or the necessity of financing of an individual sphere of the state
activity in order to increase receipts. This is because the state budget mainly finances those spheres
which in real time do not give financial return (public assistance, education, etc.).
2The sign “

def=” means “equal by definition”.
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In the matrix form the connection between the revenue and expenditure items
can be written as:

Y = 1

m
AX, (1.4)

where

X =

⎛

⎜
⎜
⎜
⎜
⎝

x1
. . .

xj
. . .

xm

⎞

⎟
⎟
⎟
⎟
⎠
, Y =

⎛

⎜
⎜
⎜
⎜
⎝

y1
. . .

yi
. . .

yn

⎞

⎟
⎟
⎟
⎟
⎠

are, respectively, revenue and expenditure vectors of the unified budget classifica-
tion;

A=

⎛

⎜
⎜
⎜
⎜
⎝

a11 . . . a1j . . . a1m
. . . . . . . . . . . . . . .

ai1 . . . aij . . . aim
. . . . . . . . . . . . . . .

an1 . . . anj . . . anm

⎞

⎟
⎟
⎟
⎟
⎠

is an n×m matrix of interactions between revenue and expenditure items.
The matrix A is a compact data carrier containing data on the internal state of the

system and principles of budgetary fund distribution by expense items. One of the
states of matrix A can be used as a reference variant of budget planning.

The main principle of the budgetary system is that the budget state must be bal-
anced for any level of budget classification:

n∑

i=1

y0
i

def=
m∑

j=1

x0
j . (1.5)

According to this principle, the interaction matrix must lead to the balanced state
of the budget item and preserve it in all possible current adjustments.

Let vectors X0 and Y0 characterize a balanced state of the budget. According to
(1.4), we have:

Y0 = 1

m
A0X0 (1.6)

or in the coordinate form

y0
i =

1

m

m∑

j=1

a0
ij x

0
j , (1.7)
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where

X0 =

⎛

⎜
⎜
⎜
⎜
⎝

x0
1
. . .

x0
j

. . .

x0
m

⎞

⎟
⎟
⎟
⎟
⎠
, Y0 =

⎛

⎜
⎜
⎜
⎜
⎝

y0
1
. . .

y0
i

. . .

y0
n

⎞

⎟
⎟
⎟
⎟
⎠

are, respectively, revenue and expenditure vectors for the balanced state of the bud-
get; m is the number of budget items; and A0 is the matrix of interactions bringing
the budget into a balanced state.

In terms of distribution of each fixed j -th income item among all expenditure
items, i = 1, n, we have:

aij
def= yi

xj
⇒

n∑

i=1

aij =
n∑

i=1

yi

xj
⇒

n∑

i=1

aij = 1

xj

n∑

i=1

yi . (1.8)

The ratio (1.13) is also valid for the balance situation:

n∑

i=1

a0
ij
= 1

x0
j

n∑

i=1

y0
i
. (1.9)

Relations (1.9) and (1.5) enable us to form a conclusion: The sum of the j -th col-
umn elements of the balance interaction matrix is equal to the ratio of all balanced
budget income to the income of the j -th item.

Actually, for the balanced state of the budget items of the interaction matrix A0:

n∑

i=1

a0
ij =

∑n
i=1 y

0
i

x0
j

n∑

i=1

y0
i =

m∑

j=1

x0
j

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

⇒
n∑

i=1

a0
ij =

∑n
i=1 y

0
i

x0
j

=
∑m

j=1 x
0
j

x0
j

whence we have (with the same notations):

n∑

i=1

a0
ij =

∑m
j=1 x

0
j

x0
j

. (1.10)

An obvious consequence of (1.10) is the statement that every i-th item of the
balanced budget is the ratio of the balanced budget itself to the sum of coefficients
of interaction for all expense items among which the j -th item was distributed:

x0
j =

∑m
j=1 x

0
j

∑n
i=1 a

0
ij

. (1.11)
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Let the VB budget be formed. In other words, it is necessary to plan revenues for
each j -th revenue item and distributions for each i-th item of expenses. Using the
interaction matrix of the balanced budget items of the previous years A0 as the basic
estimated indicator and taking into account (1.11), we can calculate the elements of
the formed vector of incomes by the formula:

xj = VB
∑n

i=1 a
0
ij

, j = 1,m. (1.12)

According to (1.3) we “state” the elements of the expense vectors—distribute
planned incomes:

yi = 1

m

m∑

j=1

aij xj , i = 1, n.

Analyzing (1.11) and (1.12), we can assign a certain sense to the quantity
1/
∑n

i=1 aij , j = 1,m, i.e., the quantity inverse to the sum of the elements of the
j -th column of the matrix of VB budget interaction (characterizes the distribution
of the j -th income item) gives the fraction corresponding to the planned j -th income
item in the total budget volume.

Consider the sum of shares of the planned budget:

m∑

j=1

1
∑n

i=1 aij
=

m∑

j=1

1
∑n

i=1
yi
xj

=
m∑

j=1

xj
∑n

i=1 yi
=
∑m

j=1 xj
∑n

i=1 yi
. (1.13)

The following variants of the budget state are known: balance, surplus, and
deficit. According to (1.13) we have:

m∑

j=1

1
∑n

i=1 aij
=
∑m

j=1 xj
∑n

i=1 yi

⇒
m∑

j=1

1
∑n

i=1 aij

⎧
⎪⎪⎨

⎪⎪⎩

1, balance
∑n

i=1 yi ≡
∑n

i=1 y
0
i =

∑m
j=1 x

0
j ≡

∑m
j=1 xj ,

<1, deficit
∑m

j=1 xj <
∑n

i=1 yi,

>1, surplus
∑m

j=1 xj >
∑n

i=1 yi.

(1.14)

Hence, (1.14) can be used to analyze the budget state:

• if
∑m

j=1
1∑n

i=1 aij
= 1 the budget state is balanced;

• if
∑m

j=1
1∑n

i=1 aij
< 1 the budget state is deficit, and the deficit fraction is:

Df =
(

1−
m∑

j=1

1
∑n

i=1 aij

)

· 100 %;
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• if
∑m

j=1
1∑n

i=1 aij
> 1 the budget state is surplus, and the surplus fraction is:

Pf =
(

1−
m∑

j=1

1
∑n

i=1 aij

)

· 100 %.

Therefore the budget state is determined on the basis of information about the values
of elements in the interaction A matrix.

1.3.2 Mathematical Model of Interaction of Income
and Expenditure Items

According to the condition of budget balance, changes in the prognostic revenue
values must cause corresponding changes in the expense items.

The increment of the matrix of interaction of budget items caused by the changes
in incomes and expenses is equal to:

�A=A′ −A0, (1.15)

where A0 is the initial3 matrix of interaction; A′ is the matrix of interaction corre-
sponding to changed (specified) income–expense items.

The elements of �A matrix:

�aij = a′ij − a0
ij =

y′i
x′j
− y0

i

x0
j

= y0
i +�yi

x0
j +�xj

− y0
i

x0
j

= x0
j�yi − y0

i �xj

x0
j (x

0
j +�xj )

= �yi

(x0
j +�xj )

− y0
i �xj

x0
j (x

0
j +�xj )

, (1.16)

where �sk is the absolute value of changes in the k-th income/expense item:

�sk = s′k − s0
k

⎧
⎪⎨

⎪⎩

>0, if the k-th item increased,

<0, if the k-th item decreased,

=0, if the k-th item did not change.

Taking into account the interaction coefficients (1.1) and (1.16), the matrix of
changes in the budget state can be calculated by the following formula:

�aij = �yi

x0
j +�xj

− a0
ij

�xj

x0
j +�xj

. (1.17)

3It is possible to take a matrix with averaged elements of balance matrices for the period of stable
state development as the initial (reference) matrix of interaction.
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Fig. 1.11 Isoquantum of functions of interaction matrix elements as a function of income and
expense items

From (1.17) we can determine the rate of change in the interaction coefficients in
case of changes in income items and no changes in expense items �yi = 0, i = 1, n:

daij

dxj
= lim

�xj→0

�aij

�xj

∣
∣
∣
∣
�yi=0

=− lim
�xj→0

aij
�xj

(xj +�xj )�xj
=−aij 1

xj

daij

dxj
=−aij 1

xj
⇒

∫
daij

aij
=−

∫
dxj

xj
⇒ ln |aij | = ln

C

|xj |
where:

aij = C

xj
, C = const. (1.18)

Hence, if the income item changes and the expense items are constant, the inter-
action coefficients are inversely proportional to the income items. The isoquantum
of the function of interaction coefficients is shown in Fig. 1.11.

From (1.17) we can see that if the income item changes and the expense items
are constant �xj = 0, j = 1,m the rate of change in the elements of the interaction
budget model matrix will be expressed as:

daij

dyi
= lim

�yi→0

�aij

�yi

∣
∣
∣
∣
�xj=0

= lim
�yj→0

�yi

xj�yi
= 1

xj
,

daij

dyi
= 1

xj
⇒

∫

daij =
∫

dyi

xj
,

(1.19)

where:

aij = yi

xj
+C, C = const. (1.20)

Hence, if an expense item changes and income items are constant, the elements of
the interaction matrix are inversely proportional to the corresponding income item
and directly proportional to the expense items.
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Thus, provided that the expense items have constant values, the change in the
j -th income item will lead to the following changes in the matrix of budget items
interaction:

�A�xj =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0 · · · −a0
1j

�xj

x0
j+�xj

· · · 0

0 · · · −a0
2j

�xj

x0
j+�xj

· · · 0

· · · · · ·
0 · · · −a0

nj

�xj

x0
j+�xj

· · · 0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Only the j -th column of the initial interaction matrix is changed here.
Similarly, if any changes in the strategy of the state development take place, and

an individual program gets additional financing, the j -th line of the budget matrix
changes:

�A�yi =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 · · · 0
...

...
...

�yi

x0
1

�yi

x0
2

· · · �yi
x0
m

...
...

...

0 0 · · · 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

For example, let us take a balanced budget Y0 = 1
m
A0X0 and a changed budget

Y ′ = 1
m
A′X′. Let us assume that �xj , a change in the j -th income item, caused

change only in the i-th expense item (other items did not change):

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

y′1
y′2
. . .

yi
. . .

y′n

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

= 1

m
·

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

a′11 a′11 . . . a′1j . . . a′1m
a′21 a′22 . . . a′2j . . . a′2m
. . . . . . . . . . . . . . . . . .

a′i1 a′i2 . . . a′ii . . . a′im
. . . . . . . . . . . . . . . . . .

a′n1 a′n2 . . . a′nj . . . a′nm

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

·

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

x′1
x′2
. . .

x′j
. . .

x′m

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⇔

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

y0
1

y0
2
. . .

y0
i +�yi
. . .

y0
n

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= 1

m
·

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

a′11 a′11 . . . a′1j . . . a′1m
a′21 a′22 . . . a′2j . . . a′2m
. . . . . . . . . . . . . . . . . .

a′i1 a′i2 . . . a′ii . . . a′im
. . . . . . . . . . . . . . . . . .

a′n1 a′n2 . . . a′nj . . . a′nm

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

·

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

x0
1

x0
2
. . .

x0
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. . .

x0
m

⎞

⎟
⎟
⎟
⎟
⎟
⎟
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⎠

.

(1.21)
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Taking into account (1.1), i.e., a′ks
def= y′k

x′s
, s = 1,m, k = 1, n, from (1.21) we get

the formulae transforming the elements of the changed interaction matrix:

a′ks =
y′k
x′s
= y0

k

x0
s

= a0
ks, if k = 1, . . . , i − 1, i + 1, . . . , n; s = 1, . . . , j − 1, j + 1, . . . ,m;

a′is =
y′i
x′s
= y0

i +�yi

x0
s

= a0
is +

�yi

x0
s

, if s = 1, . . . , j − 1, j + 1, . . . ,m;

a′kj =
y′k
x′j
= y0

k

x0
j +�xj

, if k = 1, . . . , i − 1, i + 1, . . . , n;

a′ij =
y′i
x′j
= y0

i +�yi

x0
j +�xj

.

(1.22)

Let us determine the response of the vector of expense items to the change in the
j -th income item. We will express the change in the abstract vector as follows:
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or in the vector form V ′ = V +�V .
Then we have:

Y ′ = 1
m
A′X′

Y0 = 1
m
A0X0

Y ′ = Y0 +�Y

X′ =X0 +�X

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

⇒�Y = 1

m

(
A′ −A0

)
X0 +A′�X

or

�Y = 1

m
�AX0 +A′�X. (1.23)

From the equality (1.23) we see that changes in the budget items linearly depend
on the changes in the values of the interaction matrix elements.

The obtained information can be used for analysis and comparison of stable and
crisis budget conditions. During a period of stable economic development it is pos-
sible to assume that the distribution of budgetary funds among the expense items
remains the same during a certain period of time, and receipts from the income
sources remain proportional. Such an assumption allows us to leave the elements of
interaction at certain levels of the budget matrix unchanged and use them in the next
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year’s budget calculation:

Y ′ = 1

m
A0X

′, (1.24)

where A0 is the reference balanced interaction matrix; X′, Y ′ are planned income–
expense items.

Considering the matrix of interaction of the budget items in the dynamic mode
(in the mode of transition from one time period to another), it is possible to assume
that in a certain period of time aij coefficients will be constant and have values
obtained according to the strategy of state development.

The above results show that the budget state can be analyzed and forecast on the
basis of the matrix of interaction of budget items. The usage of the given model
will enable us to trace changes in the expense items caused by change in a certain
income item.

1.3.3 Model of Budget Sensitivity

The budget consists of two balanced basic parts: revenues and expenditures of fi-
nancial funds. Situations in which it is necessary to make a justified choice of an
item for current changes in the approved budget are not infrequent. It is logical to
assume that, as a rule, it is revenue which deviates from planned expectations. In
this case, it is necessary to find ways to make adjustments in expenses [8].

As different budget items have different absolute values, any change (percent
of change) in the item in one part of the budget can differently influence changes
(percent of change) in the items in the other part.

In studies of different economic processes the concept of sensitivity [22, 23] of
interrelation of various technical and economic indicators is used. It can be abso-
lute (rate of change in the indicator in response to the change in the factor) and
relative (elasticity showing percentage of change in the indicator in response to a
one-percent change in the factor).

One of the basic assumptions of the given model is proportionality of distribution
of every unit of revenues among all expenses items, which enables us to introduce
the concept of the coefficient of revenue and expense interaction (1.1). Hence, yi =
aij xj . In these limitations4 the relative sensitivity (elasticity) of the i-th budgetary
expense items with respect to the j -th revenue items is equal to:

Ei
xj
= dyi

dxj

xj

yi
= d(aij xj )

dxj

xj

yi
= aij

xj

yi

aij
def= yi

xj
⇒ yi = aij xj

⎫
⎪⎪⎬

⎪⎪⎭

⇒Ei
xj
= 1, (1.25)

4A mathematical apparatus is adequate for system research to the extent to which the hypothesis
and assumptions underlying the mathematical model reflect reality.
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where Ei
xj

is the elasticity of the i-th expense item with respect to the j -th income
item.

Obviously, the reverse statement is also true: The unit elasticity indicates propor-
tional distribution of the budget revenues among the expense items.

Owing to the additivity of differentiation, the elasticity of the whole budget with
respect to the j -th income item is also equal to 1:

E

∑
i

xj =
d
∑n

i=1 yi

dxj
· xj
∑n

i=1 yi
=

n∑

i=1

d(yi)

dxj
· xj
∑n

i=1 yi

=
n∑

i=1

aij
xj

∑n
i=1 yi

=
∑n

i=1 aij xj∑n
i=1 yi

=
∑n

i=1 yi∑n
i=1 yi

= 1,

where E
∑

i
xj is the elasticity of the budget

∑n
i=1 yi (expense items) with respect to

the j -th income item.
In budget planning it is also possible to formulate the inverse problem: How

sensitive are the income items (or the whole budget) to the changes in the expense
items?

Let us make similar calculations of elasticity for the expense item (with the cor-
responding notations):

E
j
yi =

dxj

dyi

yi

xj
= d(yi/aij )

dyi

yi

xj
= 1

aij

yi

xj

aij
def= yi

xj
⇒ xj = yi

aij

⎫
⎪⎪⎬

⎪⎪⎭
⇒E

j
yi = 1;

E

∑
j

yi = d
∑m

j=1 xj

dyi
· yi
∑m

j=1 xj
=

m∑

j=1

d(xj )

dyi
· yi
∑m

j=1 xj

=
m∑

j=1

1

aij
· yi
∑m

j=1 xj
=
∑m

j=1
yi
aij∑m

j=1 xj
=
∑m

j=1 xj
∑m

j=1 xj
= 1.

Therefore, under the assumptions of the considered model, the use of elasticity
for estimating the response of the budget or of its individual items to the change in
an income/expense item is not informative.

Absolute sensitivity of individual budget items and the budget as a whole is ex-
pressed as:

eixj =
dyi

dxj

aij
def= yi

xj
⇒ yi = aij xj

⎫
⎪⎪⎬

⎪⎪⎭

⇒ eixj = aij , (1.26)
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where eixj is the rate of change in the i-th expense item in response to the change in
the j -th income item;

e

∑
i

xj =
d
∑n

i=1 yi

dxj
=

n∑

i=1

d(yi)

dxj
=

n∑

i=1

aij ,

where e
∑

i
xj is the rate of change in the

∑n
i=1 yi budget (expense items) in response

to the change in the j -th income item;

e
j
yi =

dxj

dyi

aij
def= yi

xj
⇒ xj = yi

aij

⎫
⎪⎪⎬

⎪⎪⎭

⇒ e
j
yi =

1

aij
, (1.27)

where ejyi is the rate of change in the j -th income item in response to changes in the
i-th expense item;

e

∑
j

yi = d
∑m

j=1 xj

dyi
=

m∑

j=1

d(xj )

dyi
=

m∑

j=1

1

aij
,

where e
∑

j
yi is rate of change in the

∑m
j=1 xj budget (revenue) if there are changes

in the i-th expense item.
Hence, the assumptions of the considered model enable us to use absolute sensi-

tivity (rate of change) for estimating the response of the budget or of its individual
items to the change in the income/expense item, and information for this purpose is
provided by the matrix of interaction coefficients.

Let us introduce the concept of absolute sensitivity matrices of budget items:

ex =
(
eixj

)
n×m

∣
∣eixj = aij ,

ey =
(
e
j
yi

)
n×m

∣
∣e
j
yi =

1

aij
,

(1.28)

where ex, ey are matrices of absolute sensitivity of budget items (expenditures with
respect to incomes and income with respect to expenditures, respectively), whose
elements reflect the rate of change of each expenditure/income item in response to
the change in the income/expenditure item.

Obviously, the higher the values of matrix elements, the faster the corre-
sponding expenditure/income item responds to the changes in the interacting in-
come/expenditure item.

In order to control the distribution of budgetary funds and support governmental
development programs, the list of programs admissible for sequestering and the
volume of sequestering of budget expense items are established by the government.
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According to the Law on the Budget System, no changes in budget items exceed-
ing 10 % are allowed. A bigger change requires reconsideration of the Budget Law
for the current year and the list of governmental development programs.

For planning in the framework of the current year the cases of current changes in
the budget are considered.

Target financing (such as crediting and target financing of special programs at the
expense of additionally allocated funds) is not considered as it is a targeted special-
purpose funds transfer. Thus, in the revenue part the changes in the transfer items
are not considered, and in the expense part crediting is ignored.

Let:

• ymax be maximal admissible value of yi ;
• ymin be minimal admissible value of yi ;
• xmax be maximal admissible value of xj ;
• xmin be minimal admissible value of xj .

Let us introduce the concept of maximal and minimal sensitivity of expense items
with respect to the xj income item:

emax
xj

= ymax

xj
and emin

xj
= ymin

xj
.

Hence, the i-th expense items are admissible to change if they satisfy the condi-
tion:

0 < emin
xj
≤ aij ≤ emax

xj
.

Having introduced the concept of maximal and minimal sensitivity of income items
with respect to the yi expense item

emax
yi

= xmax

yi
and emin

yi
= xmin

yi
,

one can consider that the j -th income items are admissible to change if they satisfy
the following condition:

0 < emin
yi
≤ 1

aij
≤ emax

yi
.

Therefore the sensitivity matrix gives the quantitative criterion for making deci-
sions on budget correction.

It is also possible to introduce a qualitative criterion of budget control—the de-
gree of priority (for example, the weight determined or calculated by experts) and to
construct an integral criterion according to one of the criteria of the decision-making
theory.

If the increase in income (�xj > 0) is expected for only one item, it is reasonable
to consider a special case for a single expense item (yi) to get priority for redistri-
bution under the program of social and economic development, i.e., addressness of
items. This will result in the reconstruction of the interaction matrix according to
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the following formulas (with minimal changes only in the j -th column of the A

matrix):

akj xj = a′kj (xj +�xj ), ∀k 
= i,

m�yi + aij xj = a′ij (xj +�xj ), for k = i,
(1.29)

where akj are elements of the initial matrix of interaction; a′kj are the elements of the
interaction matrix reconstructed after the change in the j -th item in order to satisfy
the condition of addressness and the assumption about distribution proportionality.

Owing to the singleness of the redistribution item, we get �yi = �xj . In this
case, the elasticity of the expense items (the i-th item is given priority) relative to
the changes in the j -th income item are equal to:

Ek
xj
= �yk

�xj

xj +�xj

yk +�yk

∣
∣
∣
∣
k=i
= �yi

�xj

x′j
y′i

∣
∣
∣
∣
�yi=�xj

= 1

a′ij
= xj +�xj

aij xj +m�xj

Ek
xj
= �yk

�xj

xj +�xj

yk +�yk

∣
∣
∣
∣ k 
=i
�yk=0

= 0.

(1.30)

As we see, the elasticity depends on the value of the income item (xj ), the incre-
ment of the income item (�xj ), and the interaction coefficient in the initial budget
(aij ) corresponding to the addressness of the item.

If the income increment in the item is insignificant, i.e., �xj → 0, the aim to
direct it only to the i-th item of expenses, provided all other elasticities are zero,
means an “address” elasticity equal to:

Ei
xj
= 1

a′ij
= xj +�xj

aij xj +m�xj

∣
∣
∣
∣
�xj→0

≈ 1

aij
. (1.31)

Therefore, in case of insignificant changes in the income item, in order to esti-
mate elasticity (sensitivity) it is possible to use both initial and transformed interac-
tion matrices.

If a budget income item whose increment considerably exceeds the previous in-
come level for the given item, i.e., �xj � xj , is to be distributed, then, provided
other elasticities are zero, we have an “address” elasticity equal to:

Ei
xj
= 1

a′ij
= xj +�xj

aij xj +m�xj

∣
∣
∣
∣
�xj�xj

≈ 1

m
. (1.32)

Hence, in the model with the assumption about proportional distribution of in-
come items, the above estimation of elasticity means, for example, attraction of a
new income item to allocation (address allocation of funds) to the only expense item
with elasticity inversely proportional to the number of income items.

Therefore:

• small changes in income must be allocated to one article with the maximal coef-
ficient 1

aij
;
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• as a rule, it is not rational to allocate new income budget items to a single expense
item.

In case of decrease in receipts, the expense item is chosen, by contrast, according to
the minimal coefficient 1

aij
.

All recommendations use initial assumptions of the model and singleness of the
changed income item and the expense item corresponding to it. This allows appli-
cation of the reasoning not more than m times during address budget replanning.

First of all, violation of the assumption of item addressness will entail the neces-
sity to take into account priorities of expense items and nontrivial dependence on
the choice of efficiency criterion.
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Chapter 2
Methods and Mathematical Models of Budget
Management

2.1 Current Trends in Budgeting

Budget is a centralized monetary state fund the designated for financial support of
implementation of its tasks and functions. The state put forward the task of creation
of a program-based targeted control of budget funds with account for priorities of
socio-economic development of the country. Taking into account specific features
of the development of the budgeting process in the Republic of Kazakhstan and pro-
visions of the new Law on Budget Planning it is expedient to consider the budgeting
process as a management system based on the principles of budget programming.

In the conditions of socio-economic development of the state the problem of allo-
cation of budgetary funds is one of the main tasks of public administration and state
regulation of financial and fiscal processes. In the annual program of Government of
the Republic of Kazakhstan the first priority task in the budget policy is implementa-
tion of long-term planning and construction of trajectories of program actions aimed
at budget performance as a system of allocation of budget funds. A proper budget
planning must take into account budget targets and expenses needed for their real-
ization and must be focused on solution of key tasks and problems for the planned
system as well as planned concentration of funds. It generated a necessity of im-
plementation of a new method called budget programming as a means of develop-
ment of a “clever” economy. This method justifies interrelation between economic
forecasts and long-term targets in the development of the country/region; it forms
the base for various scenarios of economic development, thus, implementing the
program-targeted approach to planning.

The concept of budget programming is in compliance with one of the modern di-
rections of the result-oriented budgeting (ROB), its aim is to interrelate the decisions
on expenditures with the expected return of the expenditures, their effectiveness and
efficiency. Budget programming is based on the principles of mathematical methods
of the control theory, namely, program control which is oriented on the final result
and may be considered as an optimization task of a system transfer from the initial
state to the required one.
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Budget forecasting is a methodological approach to budget control, in western
countries such a methodology was called budgeting oriented on the result or a con-
cept (model) of result-oriented budgeting in the framework of the middle-term fi-
nancial planning (ROB). Its essence is the distribution of budget resources among
administrators of budget funds and/or budget programs realized by the adminis-
trators with account for or in direct dependence on the achievement of concrete
results (rendering of services) according to the middle-term priorities of the socio-
economic policy and within the budget funds forecasted for the middle-term period.

The pioneers of the result-oriented budgeting are the USA, New Zealand, Aus-
tralia, the Netherlands, Great Britain and Sweden. France and Germany started to
implement the model of result-oriented budget planning later.

The term result-oriented budgeting (ROB) means such an approach to the budget
process where spending of financial resources is related to expected important social
results. Unlike the traditional system of cost-in-no-object approach answering the
question, “How much must we spend?” the ROB system enables us to answer the
question, “What social result will be achieved at the expense of spent funds?”

The present-day concepts of the result-oriented budgeting are based on the con-
cept of the Program-Targeted Planning developed in the 1960–1970s in the USSR
and the Planning-Programming-Budgeting System (PPBS) developed in the USA in
the late 1950s–early 1960s.

The key unit in the ROB system is monitoring of the results. Based on its results
the officials make decisions on the expediency of financing of a budget program in
the sums specified in the previous fiscal year.

The international experience of ROB implementation [1–5] shows that the sys-
tem of indicators of budget efficiency is used as an instrument of accounting of
public authorities to the society.

In [2–4] the author presents a description of the interrelation between priorities at
national, regional and municipal levels. The upper horizon of planning is presented
by a five-year strategic plan of the territory development. The middle-term level is
presented by a two-year plan-schedule of measures taken to realize the strategy (it
is updated and specified by the results of each fiscal year) and a three-year financial
plan (budget). Targets of the plan-schedule and financial plan concretize the long-
term targets presented in the strategic plan. The first financial year is described in
more detail than the following years. The next two years are described at a larger
scale. Such a system makes it possible to maximally use the potential of the model
of the result-oriented regional financial management.

According to [2–4] the experience of Great Britain demonstrates that ROB use
makes it possible to develop approaches to solving the following problems:

– Allocation of budget funds not according to the types of expenditures but accord-
ing to strategic plans;

– Rendering of services really needed by the population;
– Control of allocations of budget services by choosing the most economically ef-

ficient method of their rendering;
– Comparison of expenditure programs and choice of the most efficient ones by the

results of efficiency of expenditures;
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– Comparison of services in terms of their quality with other similar services in
other countries, regions and cities;

– Higher transparency and better substantiation of budget expenditures;
– Determination of positive social effect of the service and not only its cost;
– Shift of the accent from the external control of the targeted use of financial alloca-

tions to the increase in internal responsibility and internal control of the efficiency
of expenditures;

– Account for the consequences of decisions on the volume and structure of the
expenditure items of the budget.

The ROB concept is a modern methodological approach to budget control, the
principles of which are reflected in the program method of budget control.

2.2 Current State of Budget Control Methods and Mathematical
Models

To forecast budget development there are a number of methods that can be used,
including mathematical modeling, index, normative projection, expert evaluation,
and balance, among others.

The first of these, the mathematical modeling method, is based on the usage
of economic and/or mathematical models that allow a great number of interrelated
factors influencing budget items to be taken into account. They also allow leeway
in determining the technique of budget forecasting, and in choosing from among
several budget variants the optimal one corresponding to the accepted strategy of
social-economic development of the country and the budgetary policy being pur-
sued. Such methods are considered in [10–27].

The index—or indicative—method is based on various indicators characteriz-
ing socio-economic development of the country/region. The indicators connect the
decisions on expenditures with the expected returns from such expenditures, their
efficiency, and their effectiveness. This concept is also used to assess the quality of
budget control in order to improve the effectiveness of financial resource manage-
ment in the area. Such methods are considered in [19].

The normative method is based on progressive norms and financial budgetary
standards required to calculate budget revenue on the basis of established tax rates
and a number of macroeconomic factors such as the tax burden, the budget deficit
limit (percentage of GDP and budget expenditures), the maximal national debt, etc.
This method was used to determine the budget paying capacity in [8, 31].

The method of expert evaluation is used when tendencies in the development
of certain economic processes have not been determined, no analogues are avail-
able, and it is necessary to use special calculations performed by highly quali-
fied experts. Various methods used to evaluate experts’ estimations are outlined
in [10, 20, 31, 32].

The balance method based on comparisons (assets with liabilities, the whole and
its parts, etc.) enables the expenditures of any budget to be examined in relation to
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its revenue. It is a useful method for ascertaining proportions in allocating funds
amongst different budgets. This method is considered in detail in [29], where it is
supposed that each item of budget receipts is proportionately distributed among all
expenditure items.

Based on the logic of constructing balance models, the relation between the rev-
enue and expenditure items can be presented as a matrix expression:

G= 1

m
A D, (2.1)

where A= {aij } is a matrix of interaction between revenue and expenditure items,
consisting of n lines and m columns; D = (d1 . . . dj . . . dm)

T is the vector of
revenue; G = (g1 . . . gi . . . gn)

T is the vector of expenditures; d1, d2, . . . , dm,
g1, g2, . . . , gn are the items of the corresponding budget parts at a certain level of
the uniform budget classification.

The elements of matrix A correspond to the values:

aij = gi

dj
, (2.2)

where aij are the elements of the matrix of interaction of revenue and expenditure,
gi is the absolute value of the i-th item of expenditures i = 1, n, dj is the absolute
value of the j -th item of revenue j = 1,m.

This research is basic for the development of the technique of program budget
control, as its structure and characteristics are able to reflect the relation between
revenues and expenditures. Such an approach makes it possible not only to estimate
the interaction between budget revenues and expenditures but also to show the in-
teraction between current and capital components of the budget expenditure parts,
as well as interrelation between indicators of socio-economic development and the
current state of budget expenditures.

While a static model characterizes the budget state at a certain moment in time, if
budget programming is focused on the program of socio-economic development, the
static model will not adequately reflect the state of the budget system [6]. Therefore
it is expedient to consider control, distribution, and redistribution of budget funds as
a dynamic system.

General formulation of the problem of program control Let we know the initial
state g̃0

i (i = 1, n) of the expenditure part of the budget. In such a case the rule u0
i =

w0(g
0
i ) enables us to find an optimal value ũ0

i of the controlling action of the i-th
budget item at the first step: ũ0

i = w0(g̃
0
i ). Then the next state of the item i will be

unambiguously determined by the equation of the item movement: g̃1
i = f (g̃0

i , ũ
0
i ).

This property makes it possible to determine the optimal value ũ1
i of the control

action at the second stage: u1
i =w1(g

1
i ). Using the same procedure further we come

to the conclusion: the optimal control strategy usi = ws(g
s
i ), s = 0,N found using

the principles of dynamic programming enables us for a given initial state g̃0
i of
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the item i to consequently determine the optimal values ũ0
i , ũ

1
i , . . . , ũ

N
i of control

action for the whole period of controlling of the item gs+1
i = f (gsi , u

s
i ), s = 0,N .

The set of values of control action can be considered as a program control planned in
advance for the item gs+1

i = f (gsi , u
s
i ) which is in state g̃0

i at a given moment [14].
What structure does the control correspond? Let us suppose that there is an object
of control—a budget item i and there is a control system—the department of budget
planning, which sends impulses ũsi , s = 0,N to the input of the object calculated
in advance for the initial state g̃0

i of the item i. It means that the control system
must have an a priory information about the state g̃0

i . The feedback is not needed.
At the same time this open control system realizes the same level of control as does
the system with the feedback. If we solve the control problem, when we know in
advance the behavior of the object and the conditions of its functioning, the feedback
principle is not important and closed control can be replaced by an open control i.e.
program control.

The program control is based on program movements that can transfer the system
from the point x = x0 at t0 = 0 to the point x = x1 at tT = T [15].

This approach considers a relation between socio-economic development of the
country/region with budget funds. The presence of the target object as a group of
indicators of socio-economic development makes it possible to develop a program
control that allows us to transfer the budget system to the desired state defined by
a system of indicators and to estimate a possibility of achieving a desired level
of development under some limitations of budget resources and budget potential
determined for the period of the middle-term planning.

2.3 General Concept of the Programmable Method of Budget
Mechanism Control

2.3.1 General Statement of the Problem of Budget Mechanism
Control

Problem statement. Consider a budget system as a programmable control system
able to respond to change fulfill the movement program and to find the best solution
to the given control task [6, 33–36].

Let us consider a macroeconomic overview of the role of the budget in the state
structure.

The state as a subject of control acts as a force of unification, cooperation, and
integration. The state is a regulator controlling the socio-economic sphere and reg-
ulating the economic and political processes that determine the socio-economic de-
velopment of the country. Therefore a very important role in the macroeconomic
process is played by the budget—a centralized monetary fund that acts as an object
regulating state financial funds. Its role is to observe and control socio-economic
development of the country. To provide high-quality control of the socio-economic
sphere the state uses a regulating function allocating budget funds to support or
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develop industries and regions; it can also purposefully intensify or hamper produc-
tion rates, accelerate or decelerate growth of capital and private incomes, or change
the supply and demand structure [7]. The dynamic nature of economic development
makes it necessary to know or at least to have a qualitative picture of the future state
of the socio-economic sphere, which depends on state financial resources accumu-
lated in the budget. As a socio-economic sphere is a macroeconomic model, it is
quite natural that the results of management are seen after some period of time, and
are reflected in the budget [8, 9]. This means that the budget characterizes the level
of state development. Therefore, it is possible to manipulate the budget or to develop
a program algorithm of budget control, the output information of which will serve
as control information for algorithm operation. And further, it is necessary therefore
to formulate law regulating the “State–Budget–Socio-Economic Sphere” system, so
as to provide optimal management of the object: the budget.

2.3.2 Cybernetic Approach to the Description of Budget
Mechanism

In providing an overview of budget planning we will refer to the three principles
of budget programming: determination of the program strategy for development,
evaluation of budget resources, and planning of budget programs.

Definition 2.1 The budget mechanism is the process of management of budget re-
sources.

Definition 2.2 The program method of budget management mechanism is the
method based on the principles of budget programming.

Definition 2.3 Budget programming is the methodology of the middle-term plan-
ning and is focused on the final product, which must connect budget expenditures
with the expected socio-economic results.

In terms of system analysis, the system of the budget management mechanism is
determined by system objects, their properties, and their relations. Analysis of the
process of budget management mechanism in terms of the system approach is based
on the logical model described in the following schema (Fig. 2.1) [22].

The input in this schema is the budget dynamics, the system of indicators of
socio-economic development.

The output is the forecast budget state, which can be corrected through the feed-
back system as the purpose of the suggested management model is sustainable bud-
get development and achievement of a predetermined level of socio-economic de-
velopment of the country/region.

The main purpose is realization of the strategy of national/regional development
in terms of budget mechanism, taking into account resource limitations qualitatively
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Fig. 2.1 A logical model schema

expressed in the general concept of sustainable budget development as a balance of
income and expenditure budget parts.

The system is studied in terms of the process of budget mechanism management
and the main principles of system operation, retention, and development.

Limitation is the amount of money allocated for development according to the
strategic plan. However, in practice limitations and targets are not always coordi-
nated in the solution of stated problems.

The main process is the process of budget programming focused on the final
result through actions aimed at strategic distribution of budget resources for the
main sectors of socio-economic development. The method focuses on a program-
oriented control of the budget mechanism.

A block output model is made to compare the factual state of budget management
with its predetermined value. This is a reference model which enables correcting
actions aimed at system improvement.

The schema outlined above is a general functional one, where each system object
is an independent model.

The main procedures of the program method of budget control are as follows:

Stage I: Development of a middle-term (3-year) plan of strategic development on
the basis of the long-term development strategy: separation, definition, and analysis
of targets and macroeconomic indicators of socio-economic development.
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Stage II: Analysis of the budget system, namely data preparation as a forecast of the
budget revenue using statistical forecast models; forecast of the expenditure base
as a percentage of the GDP; and statistical analysis of the forecast dynamics of the
main macroeconomic indicators of a basic scenario of economic development.

Stage III: Budget planning according to the targets of development. This stage
solves the problem of allocation of budget resources among the expenditure items
according to the concept of budget programming.

Stage IV: Evaluation of budget resource management and correction of priority di-
rections of socio-economic development.

Budget management is transformation of the budget system to the desirable state
or behavior.

The above stages of the program method may, in their turn, be subjected to further
decomposition.

Let us describe the budget mechanism by means of the program method, taking
into account decompositions at each stage.

The first procedure—development of the middle-term fiscal policy—is decom-
posed into the following stages:

1.1. Formulation of targets and resource limitations.
1.2. Preliminary forecast of the main macroeconomic factors according to the base

scenario of the middle-term economic development formulated by the govern-
ment; analysis and processing of indicators of the socio-economic and financial
state of the country/region.

1.3. Identification and verbal (qualitative) description using scenario of system tar-
gets, their analysis and decomposition.

1.4. Development and analysis of qualitative criteria of target achievement.
1.5. Development and analysis of programs providing achievement of identified

targets.

The first procedure describes operation of system objects—input, targets, and
limitations which form a preparatory stage of the general model of the budget mech-
anism operation.

The second procedure is the stage of data generation by the mathematical analy-
sis module and data designing for planning.

This second procedure of the program method for budget system analysis can
be subdivided into the following stages:

2.1. Collection and processing of budget data (revenue and expenditures).
2.2. Analysis of the resource (revenue) budget potential.
2.3. Analysis and identification of the priority budget recipients.
2.4. Forecast of expenditure and revenue parts according to the basic development

scenario, i.e., as percentage of GDP.

The third procedure describes strategic budget formation—formation of a ref-
erence budget by solving the problem of optimal control: distribution of capital
investments among budget recipients.

Stages of construction of management mechanisms:
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3.1. Formation and analysis of the forecast procedures for control systems—the
task of middle-term budget distribution among recipients.

3.2. Formation and analysis of planning procedures inside the system—organization
of program movement.

3.3. Formation of systems used to analyze, control, and assess functioning of el-
ements, including research of stability and assessment of the budget system
state.

The fourth procedure depicts development of scenarios of budget control. This
procedure describes the system object—output.

The main functions of this mechanism are:

– Interpretation of obtained results.
– Formation of budget scenarios.
– Determination of budget type.
– Development of recommendations.
– Development of procedures to correct program strategy and budget state.

2.3.3 System Approach to the Mathematical Model of Budget
Mechanism

Let us consider the budget system as an integrated single unit, and begin by formu-
lating of the purpose of its functioning.

The purpose of the budget system functioning is planning of budget incomes and
execution of the budget with regard to priorities established according to the tasks
of socio-economic development [6].

A structural approach to the budget system enables us to determine the system
elements and their interrelations. The budget structure may be presented as:

D = (d1 . . . dj . . . dm)
T

is a vector of receipts,

G= X+ Y = (g1 . . . gi . . . gn)
T = (x1 . . . xi . . . xn)

T

+ (y1 . . . yi . . . yn)
T

is a vector of expenditures, where gi is the absolute value of the i-th item of expendi-
tures i = 1, n; xi is the current component of the i-th item of expenditures i = 1, n;
yi is the capital component of the absolute value of the i-th item of expenditures
i = 1, n; dj is the absolute value of the j -th item of revenue j = 1,m.

Capital expenditures are investments allocated to the country’s economy and de-
velopment, i.e., investments in the development of infrastructure, urban develop-
ment, creation and development of information systems, science, investments in hu-
man resources, etc. Current expenditures are expenditures for fulfillment of current
needs of the state.
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To accomplish the above task it is necessary to construct a mathematical model
of the budget system—a model of optimal distribution of budget resources. This
model refers to the category of analytical models in which the processes of oper-
ation of system elements are expressed as functional relations (algebraic, integral-
differential, finite-difference, etc.) or logical conditions. The analytical model can
be studied by the following methods: (a) the analytical method, applicable when
explicit solutions for the unknown characteristics can be obtained in the general
form; (b) the numerical method, for when the equations cannot be solved in the
general form, and only numerical solutions for certain initial data can be obtained;
and (c) the qualitative method, which is used when, in the absence of an explicit
solution per se, some of its properties can be determined (for example, to estimate
the solution’s stability) [12, 28].

The model of the object of modeling, i.e., the budget system S, may be expressed
as a set of quantities describing the process of a real system functioning, and in
general forming the following subsets [12, 28, 33, 34]:

The set of input actions (revenue and expenditures) on the system

dj ∈D, j = 1,mD; gi ∈G, i = 1, nZ;
xi ∈X, i = 1, nX; yi ∈ Y, i = 1, nY .

The set of external actions

fl ∈ F, l = 1, nF .

The set of controlling actions of the system

uk ∈U, k = 1, nU .

The set of output (revenue and expenditures) system characteristics

d ′j ∈D′, j = 1,mD′ ; g′i ∈G′, i = 1, nZ′ ;
x′i ∈X′, i = 1, nX′ ; y′i ∈ Y ′, i = 1, nY ′ .

In modeling of system S the input actions and external actions on the system
E are independent (exogenous) variables which are expressed in vector form as
follows:

d(t)= (
d1(t), d2(t), . . . , dmD(t)

);
g(t)= (

g1(t), g2(t), . . . , gnZ(t)
);

x(t)= (
x1(t), x2(t), . . . , xnX(t)

);
y(t)= (

y1(t), y2(t), . . . , ynY (t)
);

f (t)= (
f1(t), f2(t), . . . , fnF (t)

)
,
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whereas output characteristics and control actions are dependant (endogenous) vari-
ables and are expressed in vector form as follows:

d ′(t)= (
d ′1(t), d ′2(t), . . . , d ′nD′(t)

);
g′(t)= (

g′1(t), g′2(t), . . . , g′nZ′(t)
);

x′(t)= (
x′1(t), x′2(t), . . . , x′nX′(t)

);
y′(t)= (

y′1(t), y′2(t), . . . , y′nY ′(t)
);

u′(t)= (
u′1(t), u′2(t), . . . , u′nU ′(t)

)
.

The process of S system functioning is described in time by the operator RS ,
which in the general case transforms exogenous variables into endogenous accord-
ing to the law of system functioning by the rules:

d ′(t)=RS( d, f, u, t); g′(t)=RS(g, f, u, t). (2.3)

Expression (2.3) is a mathematical description of the behavior of the object (sys-
tem) of modeling as a function of time t , i.e., it reflects dynamic properties of the
system.

For static models the mathematical model (2.3) is an image of the properties of
modeled objects D and G, {D,F,U} and {G,F,U}, in two subsets which can be
expressed in vector form as follows:

d = r( D, F, U); g = r( G, F, U). (2.4)

The relations (2.3) and (2.4) can be predetermined in various ways: analytically
(by means of formulas), as a graph, as a table, and so on. In some cases such relations
can be obtained through the properties of the budget system S at certain moments
of time called states. The state of the budget system S is characterized by vectors

s′ = (
s′1, s′2, . . . , s′k

)
and s′′ = (

s′′1 , s′′2 , . . . , s′′k
)
, (2.5)

where s′1 = s1(t
′), s′2 = s2(t

′), . . . , s′k = sk(t
′) at the moment t ′ ∈ (t0, T ); s′′1 =

s1(t
′′), s′′2 = s2(t

′′), . . . , s′′k = sk(t
′′) at the moment t ′′ ∈ (t0, T ), etc., k = 1, nS .

If the process of functioning of budget system S is considered as a sequential
change of states s1(t), s2(t), . . . , sk(t), these states can be interpreted as point co-
ordinates in the k-dimensional phase space. Each realization of the budget process
will correspond to some phase trajectory. The set of all possible values of the budget
state {s} is called the space of states of the modeled object—the budget system S,
where sk ∈ S.

In studying this model we did not take into account the external impact on the
system, therefore in constructing the planning model the set of external impacts
fl ∈ F, l = 1, nF was not taken into account.

The state of the budget system S at the moment of time t0 < t∗ ≤ T is fully
determined by the initial conditions s0 = (s0

1 , s
0
2 , . . . , s

0
k ), input conditions, and con-

trolling actions u(t), undertaken during the time interval t∗ − t0, and is expressed
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by two vector equations:

s(t)=Φ
(s0, d, g, u, t); (2.6)

d(t)=R(s, t), g(t)=R(s, t). (2.7)

The first equation including the initial state s0 and exogenous variables d, g, u
defines the vector-function s(t), and the second equation for the obtained values of
states s(t) gives endogenous variables at the system output. Therefore the chain of
equations of the object “input–states–output” enables us to determine characteristics
of the system:

d ′(t)=R
[
Φ
(s0, d, u, t)], g′(t)= F

[
Φ
(s0, g, u, t)]. (2.8)

In this general case, the time in the system S model can be considered in the
modeling interval (0, T ) as both continuous and discrete.

Therefore the mathematical model of the object—the budget system—is a fi-
nite subset of variables { d(t), g(t), u(t)} with their mathematical interrelations and
characteristics d(t) and g(t).

2.4 Mathematical Models of Budget Expenditure

2.4.1 Construction of Program Movements for Budget Expenditure

Definition 2.4 The program control of the budget is budgeting focused on the final
product as determined by the development program.

In the schema of middle-term budgeting the regulation time considerably exceeds
the planning time, which makes the process of middle-term budgeting interrelated
and coordinated in time, thus allowing us to consider the process of budget planning
as discrete. Such a schema enables to reconsider (correct) the plan for future plan-
ning periods as they move closer, in order to reduce disproportions in development,
and points out the underlying nature of the program-targeted planning method: pro-
gram control [1, 6, 24].

Let us consider how program movements are constructed in the simplest case, in
linear management systems [15, 28].

Let the expenditure budget part be described by a system of n differential equa-
tions in vector form, which describes the simplest case of the linear system of budget
expenditure control

ġ(t)= Pg(t)+Qu(t), (2.9)

where

g(1) = (
g
(1)
1 g

(1)
2 . . . g(1)n

)T
,

g(2) = (
g
(2)
1 g

(2)
2 . . . g(2)n

)T
, . . . , g(n) = (

g
(n)
1 g

(n)
2 . . . g(n)n

)T
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is a vector characterizing the state of budget expenditure items; P = { yi
xj
} is (n× n)

is a matrix describing the current state of the budget expenditure items whose el-
ements reflect interconnection between capital (yi ) and current (xj ) expenditures;
Q is a (n × r) matrix characterizing the program of achievement of the develop-
ment level formulated in the strategic plan of socio-economic development for the
middle-term period [28].

Let two constant vectors g0 and g1 define the initial and final state of the system
(2.9). It is necessary to find such a vector-function u = u(t) of r dimension, that
solution to the system (2.9) starting at t0 = 0 in the point g = g0 goes to point g = g1
at tT = T and the integral

∫ tT
t0
uT (τ)u(τ)dτ is limited. Such controls u = u(t) are

called program controls [13].
Along with Eq. (2.9) let us consider a homogeneous equation

ġ = Pg. (2.10)

Let

g(1) = (
g
(1)
1 g

(1)
2 . . . g(1)n

)T
,

g(2) = (
g
(2)
1 g

(2)
2 . . . g(2)n

)T
, . . . , g(n) = (

g
(n)
1 g

(n)
2 . . . g(n)n

)T

be n linearly independent solutions of the homogeneous equation (2.10). Any such
system of solutions is called a fundamental system of solutions.

Let us denote as Φ(t) a fundamental matrix of solutions to the system of
Eqs. (2.10), at initial conditions Φ(t0) = In, t0 = 0, where In is a unitary matrix
of the order n [15, 28].

In the system (2.9) we will make a nonsingular linear transformation over vec-
tor g:

g =Φ(t)z, (2.11)

where vector z is a new vector-function. This vector-function satisfies the condition

ż= B(t)u, (2.12)

where B(t)=Φ−1(t)Q [15, 28].
For simplicity let us assume that r = 1. The integration of Eq. (2.12) from t0 = 0

to tT = T gives

z1 − z0 = z(tT )− z(t0)=
∫ tT

t0

B(τ)u(τ)dτ. (2.13)

The system of linear integral equations (2.13) enables us to find program control
u(t).

A solution to Eqs. (2.13) will be sought in the form [15, 28]

u(t)= BT c+ v(t), (2.14)
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where c is a constant vector to be determined, v(t) is a function summed up with its
square in the interval [t0, tT ] such that

∫ tT

t0

bs(t)v(t)dt = 0, s = 1,2, . . . , n. (2.15)

Here bs(t) are components of vector B , and equality (2.15) expresses the condi-
tion of orthogonality of function v(t) to all components of vector B .

Substituting (2.14) into (2.13) we find [15, 28]

z1 − z0 =A(tT )c, (2.16)

where A(tT )=
∫ tT
t0
B(t)BT (t) dt .

Equation (2.16) has a solution if detA(tT ) 
= 0 or if matrix A(t) has the same
rank as the extended matrix A= {A(tT ); z1 − z0}.

In order to understand the existence of program controls correctly, let us formu-
late the analogue of the classical theorem of program control [28] existence in terms
of the budget system.

Theorem 2.1 In order to obtain a program control which transfers the budget sys-
tem (2.9) from any initial state g0 to any other state g1 within time tT , it is necessary

and sufficient that matrix A= ∫ tT
t0
BBtdt , where B =Φ−1Q, be nonsingular. In this

case the entire subset of program controls is determined by the formula:

u= BT c+ v,

where v(t) is a function summed up with its square in the interval [t0, tT ] and

∫ tT

t0

Bvdt = 0, c=A−1(tT )
[
Φ−1(tT )g1 − g0

]
.

2.4.2 A Model of Program Control of the Expenditure Budget Part

After introduction of the general notations of the system and general procedure of
budget mechanism control, let us consider the general formulation of the mathemat-
ical model of optimal distribution of budget resources.

The optimal distribution of budget resources is realized according to the priority
directions and general concept of socio-economic development for the middle-term
planning period. The task in allocation of budget resources, i.e., in developing a plan
for dividing these resources among expenditure items, is to enable socio-economic
development for the main macroeconomic indicators up to the desired level of the
basic development scenario [6, 33–36].

The expenditure budget part consists of i = 1, n expenditure items whose quali-
tative state is denoted as zi .



2.4 Mathematical Models of Budget Expenditure 53

The mathematical formalization [35] of the budget mechanism control is pre-
sented as a task of optimal distribution of budget resources �C among the ex-
penditure items and budget recipients (i = 1, n) in order to bring budget poten-
tial of budget recipients to the planned state

�

Z (from the initial state Z0), where
�

Z = (
�
z1, . . . ,

�
zi, . . . ,

�
zn) is a vector characterizing the state of an expenditure budget

item in the future, i.e., at the end of the middle-term planning period. Formulating
the problem in this way can be considered a task of long-term planning. Plan

�

Z

(
�

Z ≥ 0) is a final result of strategic development determining the final target of the
budget mechanism functioning which defines the qualitative state of the reference
budget model at the end of the middle-term planning period. In the plan

�

Z the com-
ponent

�
zi denotes the planned qualitative state of the expenditure item i (i = 1, n).

Vector
�

Z is expressed as a sum of two vectors
�

Z = �

X + �

Y . Let us con-
sider these parameters in the framework of investment distribution.

�

X = (
�
x1, . . . ,

�
xi, . . . ,

�
xn),

�

X ≥ 0 is a vector of future expenditures designated to provide a guar-
anteed budget standard, vector

�

Y = (
�
y1, . . . ,

�
yi, . . . ,

�
yn),

�

Y ≥ 0, is a vector of cap-
ital expenditures designated to enable formation of a budget characterizing socio-
economic development in the framework of the guaranteed standard state defined
by the basic development scenario.

The procedure of deriving vector
�

Z is an auxiliary optimization task. Let us con-
sider how the perspective state is derived.

Suppose that every year t, t0 ≤ t ≤ T the development of the budget recipient (an
expenditure item as a functional group of budget classification) is proportional to
the invested capital, i.e., if ui(t) is a capital investment directed to the development
of the budget recipient i in a year t then the following relation can be written [6, 28]:

zi(t +�t)= zi(t)+ λiui(t),

t0 ≤ t ≤ T , i = 1, n,
(
zi(t)= xi(t)+ yi(t)

)
, (2.17)

where λi is a weight coefficient, with the formula for its calculation being given
below, and �t is a period of discretization equal, for example, to 1 year, 1 quarter,
etc.

Every year t for item i the following balance relations must be fulfilled for item
i [6, 28]:

∑

i

(
xi(t)+ yi(t)

)
αij = yj (t), j = 1, n. (2.18)

The element αij in the relation (2.18) is an element of the balance matrix A =
{αij }, αij ≥ 0; in matrix form the relation (2.18) is written as (

�

X+ �

Y)A= �

ZA= �

Y

[29], where

αij = yi

xj
∑n

i=1
zi
xj

, i = j = 1, n. (2.19)

This coefficient shows which fraction corresponds to the capital component of
the i-th item from all volume of the budget expenditure fund.
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To determine the perspective plan of budget resource allocation it is necessary
to know the planned volume of expenditures by the budget items for each period of
the middle-term planning,

∑n
i=1 ûi (t), t0 ≤ t ≤ T , which is included in the devel-

opment program as a rough estimation of the budget state for the planning period.
Here ûi (t) is capital investments planned in the basic development scenario for a
year t for the upper-level items in the budget classification functional group. Such
a distribution plan is called a desirable plan of distribution of capital investments
for the year t . This plan {ûi (t)} is used to determine the desired state of capital
investments

�
zi = zi(t)+ λi

(
T∑

t=t0

n∑

i=1

ûi (t)

)

. (2.20)

Thus, we have found the perspective state of the expenditure part at the end of
the middle-term planning.

The coefficient λi, i = 1, n is a weight coefficient which characterizes the desired
socio-economic development. The basic scenario contains a forecast of the main
macroeconomic indicators which will be denoted as Iq, q = 1, k. In the formulation
of the task we are interested in the average growth rate (TRq ) of the above indicators
in the planned period [6, 28]:

TRq = T−1

√
IT

I1
100 %, (2.21)

where I1, IT are the values of the factor (indicator) at the beginning t = t0 and end
of the middle-term planning t = T .

In order to determine the weight coefficient it is also necessary to estimate the
relation between the current state of the budget expenditure part and the current
revenue base. This relation is expressed as a matrix of interaction of budget items
Ã= {aij }, i = 1, n, j = 1,m.

The relation between the desired state of the main macroeconomic indicators
Iq, q = 1, k and the structure of the budget expenditure part is expressed as the
weight coefficient calculated by the formula [30]:

λi = 1
∑k

q=1
TRq∑m

j=1 aij /m

, i = 1, n. (2.22)

This coefficient characterizes the fraction of influence of the current state of the
i-th budget item on the forecasted average growth rate of the main macroeconomic
indicators. Such a scheme requires more precise estimation of macroeconomic in-
dicators of economic development, which will enable us to get a more justified sce-
nario of the budget expenditure plan for the forthcoming middle-term planning pe-
riod and to coordinate the main economic forecasts with the middle-term targets and
tasks of national/regional development.

Having determined the desired normative state of the expenditure item, one must
develop an admissible plan of allocation of capital investments—which is called a
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reference plan—transferring the budget system from state Z0 to state
�

Z simultane-
ously for all expenditure items. According to the plan the resources allocated for the
expenditure item are proportional to the lag of this item from the values specified in
the basic scenario. The reference plan is determined by the following formulae:

u1
i (t)=

�
xi − xi(t)

∑
i (
�
zi − zi(t))

�C(t), (2.23)

u2
i (t)=

�
yi − yi(t)

∑
i (
�
zi − zi(t))

�C(t), (2.24)

ui(t)= u1
i (t)+ u2

i (t), i = 1, n. (2.25)

The reference plan is such that every year t, t = 0,1, . . . , T − 1 the state of the
budget expenditure part satisfies the balance equation (2.18) if the initial task is
correctly formulated.

The state of the budget expenditure part for the period t +�t is determined by
the formulae:

Z(t +�t)=X(t +�t)+ Y(t +�t) (2.26)

where

xi(t +�t)= xi(t)+ λiu
1
i (t),

yi(t +�t)= yi(t)+ λiu
2
i (t), i = 1, n.

(2.27)

When the budget is transferred from an initial state Z0 =X0+Y 0 to state
�

Z, the
following conditions must be satisfied:

1.
�

Z level must be achieved simultaneously for all expenditure items.
2. The balance equation (2.18) must be fulfilled at each stage of development.
3. The plan of budget resource distribution among the expenditure items must be

supported by the external resources needed to provide guaranteed normative
funds to cover

�

X in addition to the development budget. If the plan of budget
resource distribution is not supported by resources, then part of the budget funds
must be allocated for enhancement of the budget revenue part (i.e., attraction
of investments, improvement of fiscal policy, or transfers from higher offices,
which last may result in passiveness of authoritative regional bodies in forming
their own incomes).

The reference plan guarantees:

(A) Simultaneous achievement of state
�

Z = �

X + �

Y by all expenditure items, bal-
ance, and fulfillment of the plan of budget resource distribution with accompa-
nying development of the revenue base.

(B) Smoothing of disproportions in the development of expenditure items, as real-
ization of this plan enables lags in expenditure items to be overcome propor-
tionally to their values.
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Fig. 2.2 A diagram showing variations in the average growth rates of budget expenditure items

Existence of the reference plan u1(t), u2(t) guarantees the existence of at least
one reference plan of distribution of capital investments satisfying conditions 1, 2,
and 4, which enables formulation of the problem of optimal development [6, 28].

In the computational experiment we considered the statistical data for perfor-
mance of the 2008–2013 state budget of the Republic of Kazakhstan for the up-
per level of the budget system classification (categories of revenues and func-
tional groups of expenditures). Therefore the elements of the revenue vector (D)
and the expenditure vector (Z) include the following components: d1—tax earn-
ings; d2—non-tax earnings; d3—earnings from operations with capital; z1—general
state services; z2—defense; z3—public order, safety, legal, juridical and criminal-
executive activities, z4—education; z5—healthcare, z6—social aid and social pro-
tection; z7—housing and communal services; z8—culture, sports, tourism and in-
formation space; z9—fuel-and-energy complex and subsoil usage; z10—agriculture,
water industry, forestry, fish industry, natural preservations, protection of environ-
ment and wildlife, land-use relations; z11—industry, architecture, urban planning
and construction; z12—transport and service lines; z13− other activities; z14—debt
service; z15—official transfers.

According to the suggested method of budget performance it is necessary to an-
alyze the average rate of growth in expenditure items for the retrospective period
planned in the strategic plan and the average rate of increase in the normative states
during the planned period (Fig. 2.2).

The results of the analysis show a stepwise trend for the previous period, which
is demonstrated by the chaotic statistics. The plan of strategic development also
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envisages nonuniform development of budget items, with allocation of budget funds
on program control smoothing disproportions in the development of budget items,
which is clearly seen in the diagram. The program movement guarantees uniform
development of the expenditure part of the budget preventing unequal development
of budget items.

2.4.3 Model of Management Adjustment

Having solved the problem of budget resource distribution, we get some states of
budget expenditure items for the middle-term period. In modeling the process of
budget resources control a very important modeling stage is estimation of correct-
ness of the obtained solution.

A correct solution corresponds to such a normative state of budget items at the
end of the middle-term period which is lower that the desired state defined by the
strategic development plan.

IF the quantitative value of the obtained normative state (zi(T ), i = 1, n) of all
expenditure part of the budget system at the end of the middle-term period exceeds
the quantitative value of the predetermined volume of monetary funds in the strate-
gic plan (ui(T )i ),

THEN it is necessary to correct the target reference point or weight coefficients
(λi ) in order to reduce disproportions between the strategic planning and planned
state of budget performance,

OTHERWISE the solution is not correct.
In case the solution needs correction it is necessary to find the ratio:

δi = zi(T )
�
zi

. (2.28)

The weight coefficient of item i, i = 1, n is corrected according to the following
rules:

IF δi = 1,
THEN the value of the weight coefficient is not changed λki = λi ;
otherwise IF δi 
= 1,
THEN the value of the weight coefficient λki is corrected according to the gradient
method λki = (δi − λi)λi(1− λi).

The value of the weight coefficient is reduced in order to bring the system closer
to the desired result. The algorithm acts on all the system because the budget system
is an integral system and it is desirable to provide centralized control of the system
in order to avoid excessive attention to one of the programs.

Then the algorithm of allocation of budget resources is called where calculations
are made with the corrected target.
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After getting a correct solution i.e. such a normative state of the expenditure
budget items which does not exceed the desired state one can switch to estimation
of the state of the revenue budget part.

Let �Z(t)=�X(t)+�Y(t) be the increment of the development of the revenue
budget part per year t . To simplify the task let us assume that the development of
expenditure budget items is proportional to the budget resources allocated for their
development i.e. �zi(t) = λiui(t), i = 1, . . . , n, where ui(t) are budget resources
allocated for the development of budget item i [6, 28].

As the budget is a financial system consisting of revenue and expenditure parts,
its revenue part requires replenishment in the form of input of resources, needed
for its development, which are further accumulated in expenditures characterizing
socio-economic and financial development of the country/region.

Let �W 1(t) be a vector of resources needed for socio-economic development of
recipients of the expenditure budget part available at a given planning period (this
year), which can be used for the development (funds formed by the income part of
the budget). Let �W 1(t)= {�W 1(t)} ≥ 0 and �W 2(t)= {�W 2(t)} ≥ 0 be vectors
of resources which require additional budgetary funds needed for full realization
of the budget development plan (additional investments to the budget guaranteeing
achievement of the stated purposes).

In order to determine vector �W 2(t) it is necessary to estimate the excess of the
expenditure base over the revenue base, and to do this one must find the ratio:

η=
∑T

t=t0 Z(t)
∑T

t=t0 �W 1(t)
(2.29)

where
∑T

t=t0 Z(t) is the total consumption volume for the middle-term planning

period determined by the program control;
∑T

t=t0 �W
1(t) is the total forecasted

receipts volume for the middle-term planning period.
For ratio η let us find such �W 1∗(t) which will be a balance with respect to nor-

mative states of the budget expenditure component, i.e. η is a coefficient providing
balance between the expenditure and revenue components:

�W 1∗
j (t)= η�W 1

j (t), j = 1,m, (2.30)

where m is the number of budget income items.
According to �W 1∗(t) the revenue budget part needs additional budget resources

in amount �W 2
j (t)= vj (t) where vj (t) are monetary funds (capital) needed for the

development of the j -th revenue item in a year t .
The plan of budget resources allocation u(t)= {u1(t), . . . , ui(t), . . . , un(t)} sat-

isfies the following conditions: level
�

Z must be reached simultaneously for all ex-
penditure items; balance equation (2.18) must be satisfied at each stage of devel-
opment. Then, due to linearity, the system of the type α(t)u(t) = {α(t)u1(t), . . . ,

α(t)ui(t), . . . , α(t)un(t)} has the same property, where α(t) > 0 is the growth coef-
ficient for the development of the expenditure budget base in the year t .



2.4 Mathematical Models of Budget Expenditure 59

IF resources �W 1(t) are sufficient for realization of αu(t),
THEN �W 2(t)= 0,
OTHERWISE

�W 2(t)=
m∑

j=1

μjvj (t), (2.31)

where vj (t) are monetary funds (capital) needed for the development of the j -th
revenue item in the year t;μj is the average rate of growth of budget revenue items
in the middle-term planning period.

The budget fund �C(t) allocated on the development of the expenditure base
consists of two parts:

�C(t)=�C1(t)+�C2(t). (2.32)

Here �C1(t)= α
∑

i ui(t) are resources directed directly to the development of
the expenditure base of budget recipients,�C2(t)=∑

j vj (t) are resources directed
to the accompanying attraction of capital resources for the development of income
base needed for the development of expenditure base of budget recipients.

The plan α(t)u(t) will be provided with resources if

∑

j

μjvj (t)≥ α(t)
∑

i

ui(t)λi

vk(t)≥ 0, α ≥ 0. (2.33)

This condition means sufficiency of additional resources providing the predeter-
mined level of expenditure base for the period t .

In case the expenditure base is developed according to the maximal growth sce-
nario in the period of observations, the necessity of financing needed to support the
predetermined level of development is transformed into the task of maximization of
development by attracting financial resources:

maxα for condition (2.33). (2.34)

Thus, we get a model correcting the forecast of the budget revenue part preserv-
ing balance with the planned expenditure part and providing development of the
budget expenditure part.

2.4.4 Description of Algorithms of Basic Processes

Program control is a process of planning of probable or logical future and forecasted
future states. It is the process which enables to understand how to achieve the desired
aims, how to use knowledge to turn the logical future into a desired one, and how to
make such actions.
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The basic component in the program control is a plan having three general
elements—an initial state, a target (or final state) and processes connecting these
states. The target of planning is to connect the elements in such a way that it will
enable to reach maximal efficiency with minimal expenditures.

The first element of any plan is the initial state.
The second element is the target. The target must be properly formulated, achiev-

able and restated or changed according to the changed circumstances.
The third element of the plan is processes. This element is the plan itself as it

contains the description of the method providing transition from the initial state to
the target.

The planning process mainly has one direction i.e. it is a time-ordered sequence
of events beginning at the present time t = 0 and ending at a certain moment in
future t = T . This sequence that is called a direct process considers current factors
and suggestions which give a certain logical result. In the second sequence that is
called a reverse process the sates are considered beginning from the desired result at
a certain moment of time T in the reverse time direction, to the initial state, in order
to estimate factors and intermediate results needed to reach the desired final result.

The direct planning process gives assessment of the state of probable final result.
The reverse planning process gives the means of control and management of the
direct process on the way to the desired state.

Let us consider the algorithms of direct and reverse processes [6].

Direct process algorithm
Step 1. Acquisition and processing of input information.
At this stage the current budget state and the strategic plan are analyzed according

to the basic scenario of economic development. To do this it is necessary to present
the vector of interaction between the two main indicators and the revenue items as
weight coefficients, expressed as vector Q(t), the target indicator of performance of
the strategic development plan. At this stage the volumes of financing of expenditure
items in the strategic development plan for the middle-term planning period are
calculated.

Step 2. Direct pass: Determination of the desired states of the budget expenditure
part.

At this step the desired state is calculated by formula (2.20), this state is a trans-
formation of the target indicator into a concrete state which is to be reached to
provide a required level of development.

Step 3. Distribution of resources by the expenditure items for the middle-term
period.

Knowing the desired and current state of the budget expenditure part, we can
find the control which can transfer the system into the desired state by formulae
(2.23)–(2.25). The obtained control is a program of system transfer from one state
to the other according to the formulae (2.26) and (2.27), this procedure enables to
determine normative states of expenditure items in the middle-term planning period.

Step 4. Comparative analysis of obtained solutions.
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At this step works the control function which finds incorrect solutions by com-
paring the normative state in the last period of the middle-term planning and the
desired state at the end of the planning period. At this step the decision to correct
the obtained solution is taken, it includes the following operations:

IF the quantitative value of the obtained normative state of all expenditure part of
the budget system at the end of the middle-term period exceeds the quantitative
value of the planned state that was predetermined in the middle-term fiscal policy,
THEN it is necessary to correct the target reference point or weight coefficients
in order to reduce disproportions between the desired and planned states,
OTHERWISE The algorithm must be stopped.

Step 5. Reverse pass: Correction of weight coefficients.
Weight coefficients are corrected using the gradient method. After correction of

weight coefficients it is necessary to repeat steps 2–4.

Reverse process algorithm
Step 1. Estimation of stability margin of obtained solutions.
At this step it is necessary to determine the confidence interval for every item

which will characterize the stability margin of the item.
Step 2. Estimation of stability of obtained solution.
At this step to estimate stability of obtained solutions Lyapunov’s function is

used.
To go to the next step it is necessary to fulfill the following rules:

IF the obtained solution is not stable,
THEN in the direct process algorithm it is necessary to correct values of forecast
items,
OTHERWISE give qualitative interpretation of the obtained solution.

Step 3. Correction of the forecast of the budget revenue part.
At this step formulae (2.29) and (2.30) are used to correct the budget revenue

part in such a way as to provide balance between revenue and expenditure parts.
Step 4. Determination of the development coefficients for expenditure items for

the period t .
At this step according to the development coefficient the volume and financial

resources required for the development are determined by formula (2.32), and pos-
sibility to achieve planned development level is estimated by formula (2.34).

The above algorithms are used to perform a computational experiment; the algo-
rithms are the base for programming of the program control process.

2.5 Mathematical Models of Budget Revenue Part

2.5.1 Basic Provisions Describing Interactions of Budget Items

In the authors presented a mathematical model of the static budget state (2.1) which
enables to answer the following questions:
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1. Are there principles according to which budget resources are distributed by the
items of state programs of strategic development?

2. Is it possible to assess the budget (deficiency/proficiency) state?
3. How does the budget allocation change when the budget items are changed?
4. What is the reaction of budget indicators on the change of external conditions?
5. Is it possible to use the current budget state for further planning?

Answers to the above questions will help to find optimal variants of the current
and future budget development.

The constructed static model reflects the current budget state. A specific fea-
ture of the suggested model is that the conditions of operation of the budget model
are well coordinated with the program control model, which enables to get cor-
rect values of the budget revenue. Let us reformulate the conditions of static model
functioning for the planned period t ∈ [t0, T ] in terms of program control of budget
resources:

1. the model operates the data within one planned period t ∈ [t0, T ];
2. the initial data are the dynamics of revenue and expenditure budget values before

the moment t = t0;
3. the output data are the corrected plan of budget receipts—a balance with respect

to the expenditure plan;
4. the computational scheme of the static model is based on the principle of matrix

budget representation as a matrix of interaction of budget items whose elements
are indicators of the internal budget state.

2.5.2 Learning Elements of Budget System

The model of learning elements is based on the principle of matrix representation
of the budget system in order to simplify calculations on the nature of object do-
main [20].

Problem formulation Consider a budget system as a matrix of interaction of rev-
enue and expenditure items aij formed to determine the budget state. The initial el-
ements of the system are revenue items, denoted as D = {dj ; j = 1,m}, and expen-
diture items G= {gi; i = 1, n}. These elements form m× n matrix for interaction
of budget items A = ‖aij‖. The system operates in the dynamic regime τ = 1, t0.
The matrix elements are indicators of the internal budget state generating learning
elements of the mathematical model of budget forecast ε+ij and ε−ij , which can reflect
development and crises moments in time needed to find an indicator of the internal
budget state in future.

Definition 2.5 Learning elements of budget system are such elements which can
correct the future budget; their purpose is to bring the system to the balance as close
as possible.
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Essence of learning elements These elements are numbers but these numbers ini-
tially contain information about processes in national economy i.e. numbers with
history. A learning element of any item gives the coefficient of future variation of
this item relative to its current state as it was obtained from dynamics analysis.

As the statistics increases such elements will also be corrected i.e. they will be
taught. A learning element with plus characterizes the degree of item development
in future, whereas a learning element with minus shows the degree of criticality of
the item in dynamics and its influence on future.

The forecast system based on such system can give more reliable information on
system development and crisis. A dramatic effect on the item future is imposed by
its current state; such concept enables to speak about dynamic memory of budget
elements.

The above elements play a role of an auxiliary reference mark in the direction of
balanced state of the item and budget as a whole achieved by coefficients of items
interactions reflecting mathematical relations between budget elements.

The elements of the budget system form a matrix of interactions of revenue and
expenditure budget items consisting of n lines and m columns:

A=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

a11 a12 . . . a1j . . . a1m
a21 a22 . . . a2j . . . a2m
. . . . . . . . . . . . . . . . . .

ai1 ai2 . . . aij . . . aim
. . . . . . . . . . . . . . . . . .

an1 an2 . . . anj . . . anm

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

The elements of A matrix correspond to the values in (2.2).
The relation (2.2) is an internal indicator of the system state or, in other words, it

is the coefficient of interaction of input and output system parameters.
The object of modeling will be considered in dynamics, therefore for every time

period we will construct its matrix of budget items interaction. The time series is
presented as τ = 1, t0, the forecasted year is denoted by t .

Every matrix element in the current period can be expressed as the value of the
previous year plus the difference between the current and the previous years:

aτij = aτ−1
ij − eτij (2.35)

where aτ−1
ij is an element of the interaction matrix in the previous time period; eτij is

the difference between the values of elements in the interaction matrix in the current
and previous time periods.

Learning elements of this model contain all past information, thus, they predeter-
mine the future internal indicator of the system state (aτ+1

ij ) retaining balance budget
state. If it is not the case, it means that the budget has deficiency or proficiency.

This model has two types of learning elements: one of them contains information
about development ε+ij (a tendency of the budget item to increase which is the result
of development of the state economy), the other element contains information about
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crisis situations in the internal system state ε+ij (when there is a tendency to decline
i.e. there are sharp jumps from rise to fall and vice versa), such information is needed
to determine the internal state of the system in future.

After careful analysis of the budget dynamics the authors heuristically got ex-
pressions for calculation of learning elements.

The learning element ε+ij for each budget matrix element can be expressed as:

ε+ij =
∑t0

τ=1 a
2
ij

∑t0
τ=1 τ ·

∑t0
τ=1 τaij

; i = 1,m; j = 1, n, (2.36)

where τ = 1, t0 is the period of observations; aij are budget matrix elements.
The learning element ε+ij can be expressed as:

ε−ij =
∑t0

τ=2 eij
∑t0

τ=1 τ
; i = 1,m; j = 1, n, (2.37)

where τ = 1, t0 is the period of observations; εij is the difference between the values
of budget matrix elements.

Matrix representation of learning elements is expressed as ‖E+ij ‖ and ‖E−ij ‖, re-
spectfully.

The obtained learning elements give the forecast indicator of the internal budget
state i.e. the elements of the budget forecast matrix:

atij = a
t0
ij + ε+ij + ε−ij (2.38)

where at0ij is the value of the budget matrix for the current period (t0); ε
+
ij and ε−ij

are the elements of the learning model.
The expression (2.38) gives a forecast matrix of budget items interactions:

Aτ+1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

aτ+1
11 aτ+1

12 . . . aτ+1
1j . . . aτ+1

1m

aτ+1
21 aτ+1

22 . . . aτ+1
2j . . . aτ+1

2m
. . . . . . . . . . . . . . .

aτ+1
i1 aτ+1

i2 . . . aτ+1
ij . . . aτ+1

im

. . . . . . . . . . . . . . .

aτ+1
n1 aτ+1

n2 . . . aτ+1
nj . . . aτ+1

nm

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

According to the main principle of the budget system the budget state must be
balanced i.e. the condition

∑n
i=1 gi =

∑m
j=1 dj must be fulfilled for any level of

budget classification. From the above-stated it follows that the budget matrix must
give the balance state of the budget item and retain it under possible current correc-
tions.
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From the condition of balance budget state it follows that the following relation
must be fulfilled:

n∑

i=1

atij =
∑n

i=1 g
t
i

dtj
=
∑m

j=1 d
t
j

dtj
. (2.39)

Hence, the expression (2.39) is a sufficient condition of the balance state of the
budget matrix: the sum of the j -th column of the budget matrix elements is equal to
the fraction of the budget revenue per the j -th revenue item.

Let us check the balance of the forecast matrix:

E(A)=
m∑

j=1

(
1

∑n
i=1 a

t
ij

)

= 1. (2.40)

The expression (2.40) is a sufficient condition of the budget state analysis. If
the above condition exceeds 1, then fractions of the expenditure items exceed the
budget, which corresponds to the proficiency state. Similarly, if the expression is
less than 1, the state of the budget is called deficiency [29].

Fulfillment of the condition of balance enables to make a conclusion about the
balanced budget state for the forecasted period. Now we can switch from the ele-
ments to finding forecasted values of budget revenue items.

2.5.3 Model of Correction of Budget Revenue Forecast

After solving the problem of budget resource distribution among budget recipients
for the middle-term planning period, it is possible to determine the volumes of bud-
get resources (corrected)

∑n
i=1 zi(t) for the planned periods t ∈ [t0;T ] used to cal-

culate the volumes of budget receipts for certain time periods based on the principle
of balance of revenue and expenditure expressed in the matrix of interaction of bud-
get items.

Taking the forecast matrix of item interaction and the corrected budget
∑n

i=1 zi(t)

for the planned periods t ∈ [t0;T ] as the basic calculated parameter, it is then pos-
sible to calculate vector elements by the formula:

dj =
∑n

i=1 zi(t)
∑n

i=1 a
t+1
ij

. (2.41)

Thus, the connection between the static model and the program control model is
based on the natural connection between budget components—revenue and expen-
diture.
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2.6 Model of Information System for Program Budget Control

As an instrument controlling budget process we propose to use the information sys-
tem of budget control based on the principles of budget programming, i.e. a budget
process modified in the framework of the program-targeted approach. The informa-
tion system must enable us to solve the following problems: support of decision
making, organizational control, control of the budget system, system diagnostics,
complex informational search and other operations. All these tasks have a high de-
gree of information complexity.

The information system of budget control must be able to fulfill the following
functions:

– automation of solution of current and standard tasks of the budget performance:
collection, processing and storage of information, making reports, compiling
statistics, etc.;

– development of budget programs and projects;
– definition of targets and resource limitations in budget formulation;
– program control of allocation of budget funds among budget recipients according

to the strategic plan of socio-economic development.

The information system of budget control is a complicated multi-level informa-
tion system guaranteeing automatic control of all subprocesses of budget system
and types of budget activities. The model of budget control information system can
be presented as an interaction of 6 subsystems (Fig. 2.3) reflecting the system of cri-
teria used for description of a scheme of multi-level (middle-term) budgeting. The
program realization of such a system will become an important instrument in such
an approach to budgeting, which makes it possible to solve complicated information
problems related to organization and control of result-oriented budgeting.

As it is seen in Fig. 2.3 the structure consists of 6 major subsystems: interface,
structure, targets and target formulation, mechanism of program control, automation
and data bases. Let us consider each subsystem:

Interface is a dialogue regime of contact with the user which provides flexible
control of the system.

The structure consists of three modules. Each module is an independent element
of the budget process that forms commands for users in the form specific for the
given area.

The subsystem “targets and target formulation” is an addition to the structure
as each element of the budget process must have a purpose and a final product in
order to take into account state purposes with the volumes of revenues needed for
their achievement, and must be oriented on solution of key targets and tasks for the
planning system as well as planned allocation of budget funds.

Automation is a subsystem designated for solution of current and standard prob-
lems of budget process: collection, processing and storage of information, making
reports, compiling statistics and, besides, this subsystem has a module for input of
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Fig. 2.3 A model of IS budget control of the result-oriented program-targeted budgeting approach

parameters that can set parameters needed for budget modeling and making man-
agerial decisions.

Data storage is a database the organization of which satisfies the requirements
of emergency use of the budget system and result-oriented budgeting technology.

The mechanism of program control of the budget is a modeling block of pro-
gram control of budget funds in the form of an optimal allocation scheme. This
block realizes the following criterion from the system of criteria used to describe
the middle-term budgeting scheme—procedures and methods of estimation of de-
mands (budget funds) for achieving purposes in the long-term time periods.

In terms of cognitive approach the information model is a set of the following
subsystems: a complex of distributed technical means; a complex of mathemati-
cal models; a complex analyzing states and making decisions; data bases; a sys-
tem of information processing and mapping. The information system includes the
three main components: database, base of mathematical models and program sub-
system.
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The main purpose of development of the IS program control is a complex infor-
mation support of the processes of budget control with the use of possibilities of
information and telecommunication technologies.

In order to achieve the main purposes it is necessary to solve the following prob-
lems:

– to form a common data bank reflecting the state of the budget system and provid-
ing timely and operative allocation of full, objective, reliable and unambiguous
information on the budget process;

– to provide an information environment common for all users, to provide common
standards for preparation of information and normative-reference materials;

– to provide efficient two-way communications and feedback channels;
– to develop a common style of paper work, to provide a centralized access to re-

ports and user-friendly navigation in the information system.

Characteristics of the “portrait” of the IS for program budget control:

– methodology of control aimed at achieving strategic purposes of the administra-
tion of a state institution expressed in the IS as a system of controlling actions
regulating user’s activities;

– possibility of access to data for many users connected in a local network of the
organization;

– availability of communication means;
– advanced, user-friendly graphic interface of the terminal user;
– regimes of processing of operative information close to the real-time regime;
– means of access authentication and differentiation, which make it possible to dose

information according to job responsibilities of users, high level of protection
from unauthorized access;

– a common server for databases, possibility of processing of thousands and mil-
lions of records for compiling reports;

– use of standard languages and protocols for data presentation and manipulation.

The program control module of the information system (Fig. 2.4) simulates pro-
gram control of budget funds as an optimal distribution scheme providing a possibil-
ity of corrections by means of adjustment of the system of indicators. This module
clearly demonstrates the algorithm for budget planning and control formulated on
the base of mathematical methods and models.
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Chapter 3
Energy-Entropic Methods in Assessment
and Control of Economic Systems

In spite of differences between the nature of infrastructure and that of technology
(power industry, trade, services, etc.), their development is governed by common
mechanisms.

The three laws of thermodynamics—the law of energy conservation, the law of
energy dissipation (increase in entropy), and the law of maximum energy usage—
form the foundation of the energy-based approach to the description and control of
production systems.

Well-known laws of the one science adapted and interpreted by the other science
help to:
• provide understanding of existing knowledge;
• draw conclusions from available facts;
• make qualitative and quantitative assessment of different influences on the studied

phenomena;
• predict consequences of decisions; and, finally,
• control risk and safety of complex economic systems.

The entropy assessment of the state of production-system parameters enables us
to use the same relative index to estimate changes in the state of these parameters
and to combine these estimations to create an integrated economic image of the
existing production situation.

The process of production management can be characterized by the tendency
towards ordering caused by the reduction in the number of states of the production
system.

Thereby the efficiency or inefficiency of the production process can be estimated
both in terms of energy conservation and of quality of economic-system manage-
ment.

3.1 Arguments in Favor of Application of the Thermodynamic
Approach to Economic Systems

Let an abstract enterprise be a complex system which at some moment of time t is
characterized by the state defined by the following resources Xi (i = 1,m): equip-
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ment, the number of items in the production phase, available orders, finished prod-
ucts, raw materials inventory, number of workers, etc., and by managerial actions
fk (k = 1, l):

St = S(Xit , fkt ), (3.1)

where St is the state of the production system at the point of time t ; Xit (i = 1,m)
are the types of system resources at the point of time t ; fkt (k = 1, l) are managerial
actions at the point of time t .

Taking into account the most important system properties, all resources can be
subdivided into material, energy, and information resources. Therefore the state of
the production system is described by the relation

St = S(Mt ,Et , It , fkt ), (3.2)

where St is the state of the production system at the point of time t ; Mt are material
resources of the system at the point of time t ; Et are energy resources of the system
at the point of time t ; It are information resources of the system at the point of
time t ; fkt (k = 1, l) are the controlling actions on the system at the point of time t .

The operating production system, i.e., the system in the dynamic mode, can trans-
fer from one condition to the other during a time interval �t , St → St+�t .

The specific features of energy resources explain their key role in determining
the intensity of system processes. For example, in the absence of energy resources:

– the system may be absolutely static;
– or all processes in the system are fully determined by the external factors.

A traditional set of indexes, which describes the production system in terms of sta-
bility and enables formulation of the optimization task with respect to decisions
on material and technical development, includes the volume of goods production
in cost indexes and calculated indexes of the physical volume of production in
industry, agriculture, and construction. In conditions of stable economic develop-
ment it is reasonable to use methodology based on production statistics. However,
in conditions of crisis and poor economic management such a methodology does
not work because of, for instance, rapid structural changes and disproportional price
increase for various types of goods. As a result, it is difficult or even impossible to
observe the requirements for incoming information (completeness, reliability, rele-
vance, etc.) [1, 2].

The other criterion of progressive (that is, successful and effective) development
of the production system—the growth rate of fund intensity—must be accompanied
by a growth rate in efficiency (the output of goods per consumption of 1 tenge by the
production part of the system) that would exceed the growth rate of the coefficient
of overhead expenses.

The next natural step of progressive development of the production system is use
of entropic assessments instead of (or at the same time as) cost price assessments of
production efficiency. The basis of the suggested method is the laws of thermody-
namics, which are valid in systems of any nature and have definite properties.
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Fig. 3.1 A control system

The system is said to be in equilibrium (quasi-static) if all {a} parameters of the
system vary infinitely slowly with time, i.e., the rate da/dt of change of a specific
parameter is much lower than the average rate of change of this parameter during
the time of relaxation τ :

da/dt ��a/τ.

Otherwise the system is said to be in non-equilibrium.
The transition of the system from state S′ to state S′′ is termed reversible if the

system returns from S′′ to the initial state without any changes in its environment.
If such is not the case, the process is termed irreversible.

According to thermodynamic theory [3–6], a system that can exchange matter as
well as energy with its surroundings is called an open system. A system that can
exchange energy but not mass with its surroundings is called a closed or isolated
system (that is, isolation is understood as a thermal and mechanical property) [7, 8].

The second law of thermodynamics states the existence of entropy in any equi-
librium system and its nondecreasing in any processes in isolated (closed) systems.
According to thermodynamics theory:

– any irreversible process is nonequilibrium;
– any nonequilibrium process is irreversible, if in addition to the second law of ther-

modynamics any state is achieved in a nonequilibrium way when it is achievable
from the given equilibrium state.

Thus, the second law of thermodynamics stating that entropy increases in the closed
system in nonequilibrium processes enables us to characterize entropy as a measure
of irreversibility of processes in the closed system [8, 9].

The main function of the production system is the use and successive transfor-
mation of the material and energy potential of nature into material values suitable
for direct human consumption. Hence, the productive system is:

– irreversible as its products cannot spontaneously transform to the initial state
(though the production process can be called circular as it is always accompa-
nied by the deterioration–restoration of the production system);

– open as it represents a set of man-made objects and material existing due to ex-
change of substance and energy with the environment [10].

Let us represent the process of goods production as operation of the system trans-
forming {Xi}, (i = 1,m) energy and other resources supplied to the input into fin-
ished products {Yj }, (j = 1, n) w obtained at the output (Fig. 3.1).

According to the first law of thermodynamics, the system transition from state S′
to state S′′ can be characterized by the amount of internal energy V depending on:
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– the initial S′ and final S′′ states of the system;
– total interaction with the environment in the form of work, heat, and energy mass

transfer.

For reversible processes the total interaction does not depend on the means of
transition from state S′ to S′′ and is defined by the expression

V ′′ − V ′ =A+Q+Z, (3.3)

where V ′′ − V ′ =�V is the change of internal energy; A is the work done by the
system and over the system; Q is heat brought to the system; Z is energy mass
transfer.

Thus, separately, the work A, the amount of heat Q, and energy transfer1 Z de-
pend on the trajectory of system transition from state S′ to state S′′. That is to say,
they are functionals of transition history.

It is obvious that control of influence on the system must be organized as a tar-
geted change in the internal energy of the system.

For infinitely small changes in the state of the system, the first law of thermody-
namics is written as

dV = δA+ δQ+ δZ, (3.4)

where dV , the change in the internal energy V , is a total differential; δA, δQ and
δZ, infinitely small changes in work, heat, and transfer energy, are not total differ-
entials of any function.

According to the first law of thermodynamics, in production of goods nothing
disappears completely and neither does it arise without equivalent expenses of sub-
stance or energy.

According to the law of energy dissipation, in all processes some part of energy
loses its ability to do work and deteriorates in quality, i.e., when the working process
is over, most part of energy loses its ability to do work.2

So, the intensity of exchange processes in the system is quite adequately char-
acterized by current energy expenses. Therefore any production process consuming
energy is accompanied by its dissipation in the environment as the efficiency coef-
ficient is not unlimited. In other words, some part of energy of ordered processes
(kinetic energy of moving bodies, energy of electric current, etc.) transforms into
energy of disordered processes (finally—to heat), which is lost irrevocably. As a
result, the system becomes less efficient, and for its further functioning it must use
energy from the outside—the productive system virtually becomes an open system.
Efficiency (the ability of a system to survive) is defined not by the amount of con-
sumed energy but by the way the energy is used by the system. From these positions

1Energy Z transferred by mass can depend on the means of transition, whereas the amount of mass
must remain the same.
2Considering the material model of production, we do not analyze many non-material types of
service, including so-called “services of financial intermediaries”.
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the production system (as an economic subsystem) may be artificially isolated (or
for some period of time we can assume that it is isolated).

Thus, according to the first postulate of thermodynamics, the isolated macro-
scopic system eventually reduces to the state of thermodynamic balance and can
never leave it spontaneously. Therefore it is necessary to take into account some
limiting factors, for example:

– self-sufficiency of the system with all things needed for its functioning (to a large
extent this depends on the nature of the system);

– duration of system operation.

In material energy models such an indicator is characterized by the ratio of the
free and total system energy. In economics terminology this means the ratio of free
residue of finished products to expenses, on the self-maintenance of the enterprise.
It is natural to consider the following industrial systems more progressive (that is,
more effective):

– a system creating an “identical” market basket of goods with lower public ex-
pense;

– a system whose industrial “motor” at equal volume of consumed “fuel” (goods
and funds spent for manufacturing) creates more material production, i.e., is less
power-intensive.

It should be noted that it is possible to determine the dependence of the efficiency
indicator on the internal organization of industrial systems.

From the second law of thermodynamics it follows that:

for irreversible processes
∮

δQ

T
< 0, (3.5)

for reversible processes
∮

δQ

T
≥ 0, (3.6)

where δQ is an infinitely small variation in heat supplied to the system; T is absolute
temperature of the source of heat.

In real working conditions at a given point of time each value of the state of
controlled object corresponds to a certain value of entropy. For entropy3 S we can
write:

for irreversible processes
∮

δQ

T
≥ 0, (S(2) − S(1)) >

∫ (2)

(1)

δQ

T
(3.7)

for reversible processes dS = δQ

T
, (S(2) − S(1))=

∫ (2)

(1)

δQ

T
(3.8)

3Visually identical designation of the state of system S and entropy S in this context does not cause
misinterpretation.
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where dS is the change in entropy; S(1), S(2) are entropies of the system in states S′,
S′′, respectively; δQ is an infinitely small variation in heat supplied to the system;
T is the thermodynamic temperature of the heat source.

The state of the productive system depends on disturbing Xi and controlling fk
influences (3.1), therefore the production control process will be characterized by
the tendency to ordering caused by reduction in the possible variety of states of the
productive system [11].

Let us introduce the notions that:

– the thermodynamic phenomenon is an ideal process in which an elementary type
of energy, work, or heat is consumed or produced;

– generalized thermodynamic Xi forces and corresponding to them generalized Yi
coordinates are used for quantitative description of the measure of work δA and
heat δQ [8].

Let us define the concept of generalized forces (GF) Xi as equivalent to:

– the concept of initiating impact of the environment on the system;
– or the interaction of processes inside the system.

The reaction of the system to such actions is expressed in the change of the cor-
responding generalized coordinates (GC) Yi [12]. Depending on the conditions, the
role of GC can be played by GF, and vice versa. Therefore changes in the elementary
work can be written as:

δAi = d(XidYi) (3.9)

The work done by the system reduces its internal energy (considered as negative),
and the work done by external forces increases the internal energy (considered as
positive).

The entropy assessment of the state of the industrial system parameters enables
us to use the same relative indicator to estimate changes in these parameters and to
synthesize these estimations in a unified economic image of the developed produc-
tion situation [13].

Therefore, entropy can be used as a measure of deviation of actual production
parameters from the standard parameters.

The basic characteristic of the management process is the aprioristic entropy of
the controlled object taking into account a set of states of the production process. If
the process is irreversible, then:

σ = d(ρS)

dt
=
∑

i

∂(ρS)

∂ai
· dai
dt

, (3.10)

where ρS is the production of entropy in the system; σ = d(ρS)
dt

is the rate of entropy
production in the system; ai are local thermodynamic parameters; i = 1, n is the
number of GC (GF) of the production system.
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Let us consider increase in the entropy production with change in local parame-
ters as the reason for the irreversible process:

σ =
∑

i

fiXi, (3.11)

where σ is the rate of creation of entropy in the system; Xi ≡ ∂(ρS)
∂ai

are thermody-

namic forces; fi ≡ dai
dt

are thermodynamic flows determining the rate of change in
parameters ai .

The entropy of all nonequilibrium systems is an additive function of the entropy
production in different parts of the system:

S =
∫ S′′

S′
(ρS)dV, (3.12)

where S is entropy of the whole system; ρS is entropy produced in the system;
dV is the change in the internal energy of the system as a result of infinitely small
changes in work, heat, and energy mass transfer during system transition from state
S′ to S′′.

In the equilibrium state the thermodynamic forces, flows fi , and rate of entropy
production σ are equal to zero. Therefore for small deviations from the balance it is
natural to use a linear function:

fi =
∑

j=1,n

kijXi, i = 1, n, (3.13)

where Xi are thermodynamic forces (disturbance); fi are thermodynamic flows
(control); kij are kinetic (or phenomenological) factors.

It should be noted that the linear law (3.13) includes different independent kinetic
parameters kij , the number of which can be reduced taking into account time and
spatial symmetry in the interaction: The increase in flow fj caused by the increase
by the unit of force Xi is equal to the increase in the flow fi caused by the increase
by the unit of force Xij .

From (3.11) and (3.13) it follows that for linear irreversible processes the law of
entropy production can be written in the quadratic form with respect to thermody-
namic forces (the same notations):

σ =
∑

i

fiXi =
∑

i,j

kijXiXj . (3.14)

According to the second law of thermodynamics for irreversible processes σ > 0,
i.e., the quadratic form (3.14) is positively defined:

σ =
∑

i

fiXi =
∑

i,j

kijXiXj > 0. (3.15)
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The basic laws and the equations of thermodynamics for irreversible processes
are generated in Onsager’s reciprocity relation equivalent to the principle of the
least energy dissipation [14]. Thus, (3.14) gives us a local measure of irreversible
processes in the system.

According to this principle, in case of irreversible processes the rate of entropy
flow through the system boundary in isolated systems is equal to zero, whereas in
stationary processes in open systems the total entropy of the system is constant. In
other words:

– in open systems, in stationary processes the energy dissipation is minimum;
– in isolated systems stationary processes are impossible, as energy flow is needed

to support these processes.

In the matrix form the coordinate expressions (3.13) and (3.14) are written as:

F =K ·X,
σ =XT · F =XT ·K ·X,

(3.16)

where

F =
⎛

⎝
f1
. . .

fn

⎞

⎠ , X =
⎛

⎝
X1
. . .

Xn

⎞

⎠

are column vectors; K = (kij )i,j=1,n is a matrix of kinetic coefficients; XT is a
series vector, a transposed vector X.

3.2 Energy-Entropy Model for Assessment of Economic System
Management

An example of entropy [15] calculation (quantitative influence of entropic processes
on production) [16] in the case of two irreversible processes:

(1) according to the linear law (3.13) the flows are expressed as
(2)

f1 = k11X1 + k12X2,

f2 = k21X1 + k22X2,
(3.17)

where X1, X2 are thermodynamic forces (disturbance);
(3) for the entropy source in (3.14) we get the square-law form
(4)

σ = k11X
2
1 + (k11 + k22)X1X2 + k22X

2
2. (3.18)

According to (3.15) the square-law form must be positive for all values of X1 and
X2 except for X1 =X2 = 0 when the entropy production is equal to zero (but noth-
ing changes in the system). According to [17] this requirement gives the following
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inequalities:

k11 > 0, k22 > 0,

(k12 + k21)
2 > 4k11k22.

(3.19)

Hence, coefficients k11, k22 are positive, whereas reciprocity coefficients k12, k21
can be both positive and negative but their values are limited by the condition (3.19).

For the general case we will introduce the following notations:

kij = k(ij) + k[ij ],

k(ij) = k(ji),

k[ij ] = −k[ji].
(3.20)

Therefore k(ij) and k[ij ] are symmetric and asymmetric parts of kinetic coeffi-
cients. According to [14], the asymmetric part does not make any contribution to
the production of entropy (2.14) and, hence:

σ =
∑

i,j

k(ij)XiXj ≥ 0 (3.21)

or in matrix representation:

σ =XT ·K ·X ≥ 0, (3.22)

where

X =
⎛

⎝
X1
. . .

Xn

⎞

⎠ , XT = (X1, . . . ,Xn)

are the force vector and transposed force vector; K = (k(ij ))i,j=1,n is a symmetric
part of matrix K .

According to the theory of matrices of a special type [17], for any quadratic form
there exists such a linear transformation which transforms this quadratic form into
a quadratic form in new variables with its subsequent transformation into a diagonal
form. In particular, for the real symmetric matrix K there is such a real nonsingular
matrix T that matrix K̃ = T T ·K · T is diagonal. The transformation to the main
axes normalizes the given quadratic form:

XTKX ≡ X̃T K̃X̃ ≡
∑

i

k̃ii X̃
2
i ≡

∑

i

λiX̃
2
i , (3.23)

where λi is the eigenvalue of matrix K found as a solution to the characteristic
equation det(K − λE)= 0 for

E =

⎛

⎜
⎜
⎝

1 0 . . . 0
0 1 . . . 0
. . . . . . . . . . . .

0 0 . . . 1

⎞

⎟
⎟
⎠ ;
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X̃ = (X̃1, . . . , X̃n) are normal coordinates (correspond to the eigenvalue); X = T X̃,
T = (tij )i,j=1,n orXi =∑

k=1,n tikX̃k ; K̃ = T T ·K ·T or k̃ik =∑
j,h=1,n k(jh)tj i thk .

An additional transformation (normalization) X̃i = Yi/|√λi |, i = 1, n transforms
formula (3.23) to the canonical form:

XTKX ≡
∑

i

ξiY
2
i , (3.24)

where coefficients

ξi =

⎧
⎪⎨

⎪⎩

+1, if λi > 0

−1, if λi < 0

0, if λi = 0.

For practical purposes we recommend:

• an estimation relation

CF= λ1X̃
2
1 + λ2X̃

2
2 + · · · + λnX̃

2
n

λmin =mini=1,n{λi}, λmax =maxi=1,n{λi}
}

⇒ λmin
(
X̃2

1 + · · · + X̃2
n

)≤KF ≤ λmax
(
X̃2

1 + · · · + X̃2
n

)

or

λmin

∑

i

X̃2
i ≤KF ≤ λmax

∑

i

X̃2
i .

Here
∑

i X̃
2
i is the square of the length of the deviation vector X̃ : ‖X̃‖2 =

∑
i X̃

2
i . As the linear transformation does not distort the sizes, ‖X̃‖2 = ‖X‖2 is

valid, i.e., the estimation is correct:

λmin

∑

i

X2
i ≤KF ≤ λmax

∑

i

X2
i ; (3.25)

• for the comparative analysis the following fact [17] is used: For any two real,
symmetric forms XTMX and XTKX there is a real transformation such as (3.13)
or (3.16) simultaneously transforming the given forms to the canonical form.

The possibility to transform two quadratic forms to a canonical form enables
comparison of two single-type manufacturing departments at different enterprises
or to compare products of different technological levels produced at the same enter-
prise.

For non-closed systems the quadratic form is not necessarily positively defined.
The comparative analysis is based on the following theorem [18]: If at least one
of the two real quadratic forms is positively defined, there is a basis in which both
forms will get a canonical form. The results of the theorem can be applied to the ma-
trices defined numerically. For example, for a closed system one can use the model
(the standard) for comparison of results and conclusions of a real non-closed system.
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Fig. 3.2 Power consumption in the production process

Comparing open systems with the standard, it is possible to rank them according to
the production efficiency and operating quality.

3.3 Energy-Entropy Approach as the Basis of System Estimation
of Production Management Quality

3.3.1 United Measuring System of Energy Resources

An abstract power production scheme presented in Fig. 3.2 shows energy movement
during the production process and reflects the action of laws of thermodynamics in
economic systems. It is known that all types of energy can be fully transformed
into energy of lower quality, thermal energy, which enables it to be employed as a
universal equivalent [15, 19]. For this purpose the power resources consumed in the
production process must be transformed to the united measuring system by means of
a “nominal” power expense per 1 tenge of output goods defined at the state, sector,
and other levels.

The following method can be used to determine the nominal coefficient of power
consumption per unit of output goods:

1. All types of power resources consumed by the economic system in a certain
year [15] and measured in different units are reduced to the unified system of
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Table 3.1 Average specific
combustion heat of the main
fuel types

Coal kcal/ton 6,450,000

Natural and accompanying gases kcal/103 m3 8,250,000

Petroleum kcal/ton 10,870,000

Masout kcal/ton 9,560,000

Diesel fuel kcal/ton 10,160,000

Liquefied hydrocarbon gases kcal/ton 16,260,000

Aviation fuel kcal/ton 10,250,000

Electric power kcal/kWh 862.07

measurement. This is done using reference information such as that in Table 3.1,
and correlation4

Q (kcal)= Vi ·Ki, (3.26)

where Vi is the amount of energy resources of the i-th type (in due units of
measurement); Ki is the coefficient of transformation of the i-th power resource
into calories.

The results of calculations based on the statistical materials of the Republic
of Kazakhstan are presented in Table 3.1.

2. We found coefficients of power consumption by GDP5 for different years. Part
of a calculation based on the statistical data from the Republic of Kazakhstan is
shown in Table 3.2.

The indicators vary from year to year because of changes in the output volumes
and consumption of power resources.

The nominal is the coefficient that characterizes the ratio of all types of power
consumption by the RK industrial complex in a certain year to the industrial pro-
duction for the same period.

We will further use the obtained nominal to compare power consumption of dif-
ferent types of products produced by the enterprise.

4Actual specific power intensity can differ from the calculated values because of the usage of
homogeneous but qualitatively different types of energy resources. In other words, it is possible
to obtain different quantities of calories by burning the same type of fuel. To get a more precise
estimation of the caloric content of power resources, for example, on the territory of Kazakhstan,
it is necessary to correct the obtained coefficients for the discrepancy (in %) between calculated
and actual power intensity in Kazakhstan based on the assumption that the entire territory has the
same type of consumption and the same quality of power resources.
5Gross domestic product (GDP) is used as a key economic indicator with which power indicators
are compared. In conditions where the role of the non-productive sphere is a strong part of the
increase of the total efficiency of usage of major production factors, the GDP is a more adequate
indicator of economic development than the national income, covering as it does only the sphere
of goods production.
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Table 3.2 Indicators of specific power consumption of the gross domestic product in the Republic
of Kazakhstan (partial list)

Indicators Units of
measurement

2003 2006 2007 2008 2013

Consumption of HERE
(calculated)

1012 kcal 953.520 988.340 922.970 818.920 893.880

Specific power
consumption
(HERE= 0.7 · 107 kcal)

kcal/Tenge 400.701 663.334 799.087 902.572 915.763

Specific power
consumption (calculated)

kcal/Tenge 543.161 980.204 1,239.551 1,316.592 1,426.101

Discrepancy % 73.8 67.7 64.5 68.6 64.3

Including industry

Specific power
consumption
(HERE= 0.7 · 107 kcal)

kcal/Tenge 211.892 322.066 369.782 434.66 440.376

3.3.2 Methods Used to Estimate Power Consumption (Efficiency of
Power Resources Usage) at the Enterprise Level

To estimate power consumption by output products one must use the following pro-
cedures:

1. Allocate all expenses for power production;
2. Transform units of measurement for different types of power resources to the

uniform system of measurement;
3. Calculate specific power consumption of output products;
4. Compare the result obtained at the enterprise with the nominal value;
5. Estimate the obtained result;
6. Make a decision about expediency of enterprise operation on the basis of ob-

tained result.

Let us illustrate the technique of estimation of power consumption of output
products on the example of a concrete product.

At the first stage, from all expenses which go towards production we allocate
power expenses under the schematic diagram (Fig. 3.3).

If several plants of the enterprise are involved in the production cycle of manufac-
turing the product in question, to get an objective estimation of power consumption
it is necessary to consider consumption of electric and thermal energy in physical
units (kWh, Gcal) in all the plants.

The second step is revaluation of power consumption by the product (transfor-
mation of power consumption to the unified system of measurements) using the
formula (3.26). A partial charting of consumption of the electric thermal energy (in
kilocalories) needed to manufacture the studied product is presented in Table 3.3.

In the third step we calculate the power consumption in the production (charac-
terizes the ratio of energy (in calories) to costs (in tenge)) substituting the value of
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Fig. 3.3 A schematic diagram of distribution of energy consumption

energy resources in kilocalories (3.4) in the formula:

Csp.pr. =E∑/(Pwhsle ·N), (3.27)

where E∑ is the total energy consumption (total consumption of electric energy,
heat in the form of steam and hot water, compressed air); Pwhsle is the wholesale
price; N is the output of products.

The fourth step compares the value of power consumption at the enterprise with
the standard; as standard one can choose, for example, the average energy consump-
tion of Kazakhstan enterprises as given in Table 3.3.

Such comparison can be made visually (various computer software is available
for plotting, construction of graphs, etc.) or analytically.

This process makes it possible to evaluate the level of stability of specific energy
consumption used in production of certain products along with its probable dynam-
ics, as well as to identify “bottlenecks” in different time periods, to plan means
of problem solving, etc. Further steps in evaluating energy consumption are taken
thorough evaluation of obtained results and decision making.

3.3.3 Entropic Evaluation of Production Efficiency

To estimate production efficiency the following method is used:

1. Decomposition of calculated items according to expense groups.
2. Calculation of divergences of obtained parameters (in tenge) per month (from

the model).
3. Transformation of divergences measured in tenge into kilocalories.
4. Calculation of quadratic form determining the entropy level.
5. Comparison of the entropy level of the production being studied, with a similar

production or a model.
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Table 3.3 Overall consumption of electric and thermal energy for production of the item “deep-
well pump ECW-6” during one year

Plant No. Actual electric energy consumption Overall con-
sumption of
electric
energy

Actual thermal energy
consumption for
maintenance of
buildings

Maintenance of
buildings

Maintenance of
equipment

1 2 3 4 5

February

1 78,312.69 1,706,368.1 1,784,680.7 10,160

2 17,037.08 771,189.75 788,226.83 5,970

8 1,187.81 94,315.62 95,503.43 340

9 1,489.19 46,639.8 48,128.99 840

11 1,394.64 89,824.4 91,219.04 780

14 9,366.56 359,297.78 368,664.16 2,680

18 6,843.2 42,784.78 49,627.98 4,780

Total 115,631.17 3,110,419.9 322,6051 25,550

March

1 64,579.02 1,316,831.6 1,381,410.6 8,020

2 16,032.47 679,444.76 695,477.23 5,360

8 1,093.26 95,379.33 96,472.59 300

9 1,164.17 82,350.73 83,914.9 420

11 1,087.35 81,101.89 82,189.33 700

14 7,304.14 193,482.93 200,787.07 2,160

18 5,348.1 31,751.74 37,099.84 3,610

Total 96,608.51 2,480,742.8 257,751.3 20,570

April

1 133,897.45 24,798,443.7 2,932,341.1 6,040

2 26,775.94 1,163,432.8 1,190,208.7 3,250

8 2,198.33 167,410.22 169,608.55 220

9 3,971.18 333,331.25 337,302.43 690

11 2,617.91 162,156.68 164,774.59 510

14 13,461.84 389,105.11 402,566.95 1,340

18 8,220.11 49,391.6 57,611.71 1,970

Total 191,142.76 5,063,271.2 5,254 413.9 14,020

. . .

6. Detection of production elements giving maximal increase in entropy.
7. Making decisions on regulation of production processes.

The schematic of interaction of the production system processes (3.2) is pre-
sented in Fig. 3.4, which shows the feedback mechanism realized as an information
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Table 3.3 (Continued)

Plant No. Actual electric energy consumption Overall con-
sumption of
electric
energy

Actual thermal energy
consumption for
maintenance of
buildings

Maintenance of
buildings

Maintenance of
equipment

1 2 3 4 5

October

1 23,194.79 354,564.09 377,758.88 . . .

2 17,563.03 418,977.64 436,540.67 . . .

8 2,044.69 59,490.94 61,535.63 . . .

9 3,090.67 82,827.55 85,918.22 . . .

11 1,110.99 21,232.83 22,343.82 . . .

14 5,696.76 81,427 87,123.76 . . .

18 5,336.28 9,100.63 14,436.91 . . .

Total 58,037.21 1,027,620.6 1,085,657.8 . . .

Annual 1,100,088.8 25,185,235 26,285,323 60,140

Fig. 3.4 A schematic diagram of interaction of production processes

process: Increase in knowledge about the system gives increase in information and
decrease in entropy of the system (decrease in uncertainty).

The requirement of uniformity of measurements of all processes in the system
makes it possible to use other terms for the estimation of economic production than
economic criteria (cost, payback, profit, etc.) [20], where the universal equivalent is
money.

As a measure of evaluation of different processes in the production system we
can use consumed and “saved” energy.

The main disadvantage of this approach is that it difficult to take into account all
circumstances to “close” the energy subsystem.
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Table 3.4 Quantitative characteristics of the elements of production process (tenge)

Elements February March April May June July August

Production 30,870.5 38,573.72 28,053.36 191,078.83 52,153.99 47,747.36 70,088.29

Raw
materials

13,956.0 15,915.9 11,218.49 12,117.58 9,519.99 12,272.28 11,752.13

Energy 5,033.4 7,330.9 2,082.2 12,193.3 3,499.9 3,184 5,008.5

Direct
human
resources

3,663.75 4,289.99 4,255.35 27,109.7 9,959.51 10,896.18 14,433.25

Indirect
human
resources

2,673.9 3,985.8 3,074.4 24,509.6 11,987.9 10,052.8 12,849.1

Plant costs 2,049.7 3,552.5 2,632.2 25,780 9,176.8 6,457.9 13,158.5

All-factory
costs

2,493.6 3,108.4 19,156.7 14,746.8 6,745.8 5,982.9 7,958.6

The production process shown in Fig. 3.4 has the following elements (Table 3.4):

X1 is production including production costs;
X2 is raw materials (material resources) including the cost of raw materials spent
on output products and components;
X3 is the energy in the form of cost of energy spent on the output products;
X4 is direct human resources (wages with all deductions of workers directly em-
ployed in the production process);
X5 is indirect human resources (wages with all deductions of indirect workers
and management personnel);
X6 is plant costs (all plant expenses spent on output products except elements X3,
X4, X5);
X7 is overall expenses (all factory expenses spent on production except elements
X3, X5).

A signal of possible entropic process at the enterprise is information about de-
tected deviations of the chosen quantitative characteristics of the product [21, 22],
either from standards or in time interval6 (Table 3.5).

The data obtained in the form of vectors-deviations7 X = (Xi)i=1,7 are used
to calculate the values of the quadratic form for the entropy source by the for-

6It is necessary to note differences in the entropy values obtained from deviations of the production
process parameters from the planned values and deviations from the statistical data for previous
periods of time. The choice of the method of calculation depends on the research purpose and
conditions.
7The elements of the system and vectors-deviations have the same notations to avoid misinterpre-
tations.
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Table 3.5 Deviations of quantitative characteristics of production process elements per month
(tenge)

Divergence vectors

February–
March

March–
April

April–
May

May–
June

June–
July

July–
August

X1 (output products) 7,703 −10,520 163,025 −138,925 −4,407 22,341

X2 (raw materials) 1,960 −4,697 899 −2,598 2,752 −520

X3 (energy) 2,298 −5,249 10,111 −8,693 −316 1,825

X4 (direct human
resources)

626 −35 22,854 −17,150 937 3,537

X5 (indirect human
resources)

1,312 −911 21,435 −12,522 −1,935 2,796

X6 (plant costs) 1,503 −920 23,148 −16,603 −2,719 6,701

X7 (all-factory
costs)

615 16,048 −4,410 −8,001 −763 1,976

Vector length 8,556 20,481 167,980 142,033 6,300 23,914
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Coefficients kii (i = 1,7):

– give the value of the production coefficient inherent to every parameter of pro-
duction process;

– characterize the level of technological process and are accepted as conditionally
equal to identical processes assuming the same level of productive forces in the
uniform production system;

– are not equal to zero, because although every value of production elements par-
ticipating in the evaluation is obligatorily present in the final product, it can be
spent on itself.
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From the condition of positive values of the quadratic form it follows that the
nonzero coefficients must be considerably less than the diagonal ones. Taking into
account that the studied production system is metal-consuming (hence, a large pro-
portion of expenses relates to raw materials), coefficients k12 = k21 must be chosen
larger than others; for example, the following relations for undetermined coeffi-
cients are possible: k11, k12 = k21 = 0.2k11, k13 = k31 = 0.1k11, k14 = k41 = 0.1k11,
k15 = k51 = 0.1k11, k16 = k61 = 0.1k11, k17 = k71 = 0.1k11. In this case the coef-
ficient k11 acts as a part of the scale coefficient in evaluating entropy of the sys-
tem. The experimental calculations show that in the considered example possible
increase in the proportionality coefficient α in the relation k12 = k21 = αk11 in the
range α ∈ [0.2;0.9] does not contradict any conclusions referring to the competing
enterprise (see below (3.29), (3.30)).

In other words:

– one can assume admissibility of usage of any value of the proportionality coeffi-
cient α, most suitable for the given enterprise;

– suggested “qualitative” method8 of quantitative assessment of production coeffi-
cients is sufficiently stable with respect to various assumptions.

With sufficient statistics and information about technological processes, one can
directly evaluate kinetic coefficients kij and calculate entropy production rate σ . If
such information is not available, the approximate estimators are used.

If it is assumed that the system is closed, then it is possible to construct a posi-
tively defined canonical quadratic form (3.23) with λi > 0 (i = 1,7) or (3.24) with
ξi = +1 (i = 1,7). To evaluate the quadratic form an inequality can be used. The
matrices of technological coefficients and the quadratic form can be considered
identical for all single-type productions with approximately identical technology
level. Hence, the diagonalized matrices will contain the same eigenvalues λi , and
thus the same λmin, λmax.

The value of entropy and, respectively, the value of the quadratic form is calcu-
lated for each time interval being studied, at fixed moments of time t = 1, T . As
a positively defined quadratic form creates an ellipsoid, the inequality (3.25) by its
lower and higher limits forms a spherical layer in the same space [23, 24]. The mod-
ulus of the divergences vector X = (Xi)i=1,n is set to be equal to radius R of a

sphere:
√∑

i X
2
i = R. For each t = 1, T we calculate

√∑
i X

2
it = Rt and suppose

Rmin =mint=1,T {Rt }, Rmax =maxt=1,T {Rt }.
Spheres with radii

√
λmin · R and

√
λmax · R apparently lie inside the spherical

layer defined in (3.25) for every t = 1, T , and the values of the quadratic form from
the vector of divergences lie between the boundaries:

λminR
2
min ≤ λminR

2 ≤KΦ ≤ λmaxR
2 ≤ λmaxR

2
max.

8Checked by repeated computing experiments.
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In this case it is obvious that R2
min ≤R2, R2 ≤R2

max, that is

Rmin ≤R ≤Rmax or min
t=1,T

{√∑

i

X2
it

}

≤R ≤ max
t=1,T

{√∑

i

X2
it

}

. (3.28)

Thus, quadratic forms can be compared by comparing limitations of radii R—
modulus of divergence vectors.

Estimation of radii in the considered example gives the following values ((3.28),
Table 3.5):

6.3 · 103 <R < 1.7 · 105, (3.29)

6.3 · 103—June–July radius; 1.8 · 105—April–May radius.
For comparison we give the estimation of entropy level at the other enterprise, “a

competitor”:

2.9 · 103 <R < 5.4 · 103. (3.30)

As the intervals of radius values at the studied enterprise and its competitor do not
overlap, productions are distinguishable, but level of entropy of the studied system
is higher, which means that it is less effective than the competitive enterprise.

Different economic systems at different times have different money–energy ratios
[14]. The production data calculated in monetary terms (for example, tenge) can be
converted into calories as follows (we stop “feeling” possible change in the type of
obtained dependencies):

Ekcal =Emon.un. ·Csp.pr., (3.31)

where Ekcal is the expenditure element giving the amount of energy used in pro-
duction, expressed in kilocalories; Emon.un. is the expenditure element giving the
amount of energy used in production, expressed in monetary units (for example,
tenge); Csp.pr is the value of specific energy consumption in a certain period of time
calculated by formula (3.27).

The energy-entropic assessment is made according to the technique described
above, using the data expressed in kilocalories.

3.3.4 Usage of Energy-Saving Criterion to Assess Production
Control Quality

3.3.4.1 A Thermodynamic Approach to Constructing Systems Controlling
Production Processes

The technological process follows the laws of thermodynamics and, consequently,
can be considered as the system interacting with the environment by mass and power
exchange. The problem of determining coordinates of the technological process
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model can be solved by the energy-entropic approach due to its universality: The
choice of coordinates of various technological process models does not depend on
their functional and organizational structure [12].

To this effect, at first the system is decomposed as the finite set of subsystems.
The state of every i-th subsystem is described by the amount of internal energy,
which is defined as the sum of integrated elementary work. The identification of
phenomena significantly influencing the internal energy enables us to generate a

vector of model co-ordinates:

R =X ∪ Y, X = {Xi}i=1,n, Y = {Yi}i=1,n,

where X is a subset of generalized forces (GF); Y is a subset of generalized coordi-
nates (GC); R =X ∪ Y is a united set of subsets of GF and GC.

In constructing a model of the type “input–output,” R is partitioned into the vec-
tor of controlling coordinates U , the vector of disturbing coordinates f , and the
vector of output coordinates Z based on the following prerequisites. Vector Z in-
cludes all set of GC from the number of significant phenomena (Z ⊂ Y ). The subset
GF is partitioned into two further subsets: XU including a set of component vec-
tors controlling coordinates U |U ⊂ XU , and subset Xf including components of
the vector of disturbing coordinates. The criteria of identification of subsets XU and
Xf in the set is the sign of direction of the corresponding elementary work δA in
(3.9):

Xi ∈XU, ∀δAi > 0,

Xi ∈Xf , ∀δAi < 0.
(3.32)

Such division means that the vector of controlling coordinates is formed from the
GF which are responsible for energy supply to the system from the environment (in
particular, the controlling environment). The GF corresponding to the phenomena
related to energy consumption in the system must be placed into Xf . If for some
phenomena satisfying the first condition of the criterion (3.32), the energy is sup-
plied to the system purposefully, then the GF of such phenomena is excluded from
vector XU and included into Xf [25].

In addition to the considered conditions the choice of integrated thermodynamic
(TD) coordinates and forces is limited by the Onsager principle using the concept
of source [14]. In this case TD forces are a variety of gradients Yi acting in the
system—for example, concentration, temperature, potential gradients, etc. Gradi-
ents in the system initiate corresponding fluxes fi (diffusion flux, heat flux, electric
current, etc.) tending to bring the system into the equilibrium state. The processes
described by the Onsager principle refer to the category of irreversible processes.
The interdependence between forces X, fluxes f , coordinates Y , dissipative func-
tion δ, and energy A is shown structurally in Fig. 3.5.

Here K = (k(ij))i,j=1,n is the matrix of Onsager coefficients; G = (gml)m,l =
1, n is the Onsager matrix of backward transformation for vectors GF and GC.
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Fig. 3.5 The
interdependence between
forces X, fluxes f ,
coordinates Y , dissipative
function δ, and energy A

Fig. 3.6 A control system
with the reference model

In equilibrium conditions one more requirement is imposed on the choice of
thermodynamic forces and coordinates: observance of the involution condition. Ap-
plication of the energy-entropic approach for formation of model coordinates in-
troduces corrections in the criterion identifying the domain of determination of the
modeled technological process. In terms of thermodynamics a technological process
can be considered as a finite set of subsystems localizing different types of energy.
The subsystems interact with each other and with the environment in the form of
energy exchange. As technological processes are nonequilibrium TD systems, their
status must be also characterized by degradation conditions [26].

The control of technological processes is formalized as a temporary procedure.
A model describing the behavior (including control subsystem) and state of sub-
systems in the conditions of interaction is constructed. Then the aim of control is
reduced to achieving a required status in one of the subsystems (e.g., in the subsys-
tem of technological links, due to interaction of subsystems with each other) [25].

The principle of operation of production control systems according to the energy-
entropic criterion is to decrease the degree of uncertainty of the controlled object in
order to direct the object’s movement along the desired line according to the cri-
terion of minimization of the object’s divergence from the set parameters. This re-
quirement is satisfied by the control system with the reference model (Fig. 3.6). In
this case characteristics of the reference model are defined by the standard, statisti-
cal, or expert method.

The stated problem is realized by minimizing discrepancy between the standard
and actual object on the basis of corresponding criteria.

A comparison of the values of the object output characteristics Xa(t) with the
values Xs(t) built into the reference model gives estimation of the error in the object



3.3 Energy-Entropy Approach as the Basis of System Estimation of Production 95

operation ε = Xa(t) − Xs(t). The quadratic deviation between, for example, the
modeled amount of raw materials and actual amount of raw materials will be the
entropic assessment of the management quality.

3.3.4.2 Comparison of Production Processes in Terms of Energy-Entropy

Basic assumptions:

– Estimation of economic efficiency of production management control based on
energy savings is determination of the degree of correspondence of the energy
expenditure comparable with the production volume, to the nominal value.

– In the illustrative example the nominal value of the energy expenditure per 1 tenge
of GDP is the average amount of energy consumption in the RK branch of in-
dustry to which the studied enterprises refer. JSC “I,” JSC “II,” and JSC “III”
are enterprises of Kazakhstan’s industrial complex, therefore the specific energy
consumption of the industrial complex is taken as “nominal.” In the period from
2008 to 2013 it lay between 434.77 kcal/tenge and 440.38 kcal/tenge.

– Enterprises are considered as closed systems—external connections of the pro-
duction system are not taken into account. The only factors that are taken into
account are the production process and energy expenditure as a result of which
finished products are manufactured from raw materials and half-finished prod-
ucts. The energy expenditure for the delivery of raw materials and sales of fin-
ished products are not taken into account.

– Several plants are involved in the production cycle of manufacturing the studied
products, therefore to make an objective estimation of energy expenditure it is
necessary to calculate consumption of electrical and heat energy in manufacturing
each of the products in all plants where they are processed.

– For the single-type productions JSC “I,” JSC “II,” and JSC “III” we assume that
the matrix of kinetic coefficients K = (k(ij ))i,j=1,n is the same for all studied
production systems.

Energy consumption of products is estimated according to the following proce-
dures:

1. Conversion of energy inputs of all kinds into a unified system of measurement
using the formula (3.26). At the moment of calculation the rate of conversion of
electric energy to kilocalories corrected for specificity of energy consumption in
Kazakhstan was taken equal 590.95 kcal/kWh.

2. Calculation of energy consumption by formula (3.27) on the basis of data for
consumption of all energy resources used in industry reduced to a single coeffi-
cient. A partial chart of values of calculated specific energy consumption is given
in Table 3.6.

Quantitative characteristics of elements of the standard are presented in Table 3.7.
Comparative evaluation of productive efficiency according to the energy-entropic

criterion involves calculations by the quadratic form (3.16) defining entropy level
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Table 3.6 Calculation of specific energy consumption of production

Month Overall consumption
(kcal)

Wholesale price
(tenge)

Output (items) Specific heat
capacity (kcal/tenge)

JSC “I”

January 129,355,938 31,800 636 6.40

February 289,597,128 31,800 637 14.30

March 85,217,268 31,800 160 16.75

. . .

JSC “II”

January 361,968,750 27,500 810 16.25

February 288,640,000 27,500 512 20.50

March 249,920,000 27,500 512 17.75

. . .

JSC “III”

January 6,860,451 29,800 2 115.11

February 415,873,486 29,800 70 199.36

March 614,155,322 29,800 111 185.67

Table 3.7 Quantitative
characteristics of standard
elements (of model
production process (tenge))

Elements Model

Products 20,430

Raw materials 11,735

Energy 4,210

Direct human resources 715

Indirect human resources 1,745

Shop’s expenses 855

All-factory costs 1,170

for all enterprises participating in the comparative analysis. In this case entropy is
used as a measure of divergence of the production process parameters:

– from the planned values (in monthly dynamics) in cost (tenge) and energy (kcal);
– from the modeled value9 (in cost (tenge) and energy (kcal)).

As some part of information is absent, comparison of the entropy level in man-
ufacturing of products produced at JSC “I,” JSC “II,” and JSC “III” is made in the
following way: Instead of direct calculation of quadratic form (3.16) we will make
its estimation (3.25).

9In order to check the difference in deviation values obtained in different ways.



References 97

To simplify the calculations we suppose that “approximate” comparison of
quadratic forms is sufficient, i.e., in assumption λmin ∼ λmax the formula (3.28)10

can be used.
The radius analysis shows:

– Cost evaluation (in tenge) gave the biggest range of radius variation for JSC “I”:

– 1.15 · 103 ≤R ≤ 9.59 · 103 are divergences by month;
– 1.52 · 103 ≤R ≤ 1.27 · 104 are divergences from the model.

The other two enterprises have smaller ranges, i.e., JSC “I” has the worst situation
in terms of uncertainty. We consider that evaluations in tenge are not always reliable
because of high mobility of the financial sphere.

– Evaluation in kilocalories detected the biggest range of radius variation:

– 1.5 · 105 ≤R ≤ 3.56 · 106 for divergences per month of JSC “III”;
– 1.47 · 104 ≤R ≤ 7.57 · 106 for divergences from the model “leader” JSC “II.”

– Evaluations of quadratic form radii in kilocalories simultaneously at two “nomi-
nals” gave the following results:

– JSC “I” 5.35 · 104 ≤R ≤ 6.00 · 105

– JSC “III” 1.50 · 105 ≤R ≤ 3.56 · 106

– JSC “II” 1.47 · 104 ≤R ≤ 7.57 · 106

The data show complete “overlapping” of ranges of the quadratic form radii,
where the range of JSC “II” “covers” the range of JSC “III,” which, in turn, “covers”
the range of JSC “I.”

Hence, the enterprise JSC “I” is less subjected to the entropic influence although,
in general, all productions do not differ greatly from each other.

Having representative statistical material, one can set a problem of detecting the
dependence of the entropy level of a production process on important characteristics
of this process, for example, cost price level.
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Chapter 4
Currency Trading Methods and Mathematical
Models

4.1 Currency Market Research and Management

In the conditions of the world crisis, the state rather often has to manipulate with the
exchange rate in order to change the conditions of foreign trade using such methods
of currency regulation as double currency market, devaluation and revaluation. Ex-
change rates have a considerable influence on the foreign trade of different countries
acting as an instrument connecting cost parameters of national and world markets,
influencing price relations between export and import, causing changes in the eco-
nomic situation in the country and also changing the behavior of companies working
for export or competing with import.

Using the exchange rate the entrepreneur compares his production costs with
world prices. It makes it possible to estimate the result of foreign economic oper-
ations of individual enterprises and the country as a whole. Based on the current
exchange rate and specific weight of each country in the world trade, the efficient
exchange rate is calculated. The exchange rate influences the ratio between export
and import prices, competitiveness of companies and profit of enterprises.

Currency trading is these days quite a common activity—around two trillion dol-
lars a day are being traded in the worldwide FOREX market (FOREX = FOReign
EXchange), and not less than 80 % of all transactions are speculative ones aimed at
making profits by gambling on exchange rate differences. This game involves many
players including both financial organizations and individual investors. The global
interbank foreign exchange market (FOREX) is one of the largest segments of the
financial market. The modern FOREX market formed in the mid-1970s, after the
Bretton Woods system of monetary management stopped functioning in 1971 and
countries started gradually switching to “floating exchange rates” driven by trade.
Since that time, FOREX has become the most dynamic and liquid market. It is
unique in that it operates 24 hours a day and it is not tied to a specific trade plat-
form. Structurally, FOREX is a network of currency dealers working as a single
mechanism from all leading financial centers in the world [1–3].

The most tradable currencies in the FOREX market are the US dollar (USD),
Euro (EUR), Japanese yen (JPY), Swiss franc (CHF), and pound sterling (GBP).
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These make four currency pairs: EUR/USD, USD/CHF, GBP/USD, and USD/
JPY [2].

The past decades witnessed changes in the character of trade on the currency
market with removal of accent on the date of trade—more and more bargains are
concluded in future. On the one hand, it resulted in the increase in the sensitivity of
the currency market to variations of market conditions and to a considerable increase
in currency fluctuations, on the other hand, it gave wider possibilities for making
highly efficient investments. The exchange courses are so unstable that variations by
several percent occur rather often, which enables clients to make several operations
every day. If one has a reliable trade technology, it is possible to make a business the
efficiency of which is much higher than that of any other business. The largest banks
buy expensive electronic equipment and hire staffs of hundreds of traders trading in
various sectors of the currency market. Operations with currency, which not long
ago were a privilege of large banks-monopolists, are now widely accessible due to
the electronic trade system. And large banks themselves often prefer electronic trade
system to individual bilateral operations. At present electronic trade systems cover
11 % of the total turnover of the FOREX market [1–3].

As a whole, devaluation of the national currency provides a possibility to the
exporters of the country to reduce prices in the foreign currency getting a profit
exchanging a more expensive foreign currency to the cheaper national currency and
can sell goods at prices lower than the world prices, which gives enrichment at the
expense material loss of your country. Exporters increase profits by exporting large
batches of goods. However, reduction in the exchange rate of the national currency
rises prices on import as to get the same sum in the foreign currency exporters have
to increase prices, which stimulates increase in prices in the country, reduction in
import of goods and consumption or development of national production of goods
instead of import. Reduction in the exchange rate reduces national indebtedness in
the national currency but increases foreign debts expressed in foreign currency. It
becomes unprofitable to carry abroad profits, interest rates and dividends obtained
by foreign investors in the country of residence. Such profits are reinvested and used
for purchasing of goods in internal prices and further export.

In the conditions of freely-converted currencies it is very important to determine
the balance of exchange rates. The exchange rates will be balanced if there is no
possibility of getting speculative profit in the closed successive operations of cur-
rency purchasing. In case of imbalance it is necessary to determine a sequence of
operations leading to the speculative profit.

Small companies and individuals have recently had much better opportunities
for participating in the FOREX market, which has become accessible even to those
who do not have a lot of money. Brokers, offering their services in margin trading,
ask for a collateral deposit and make it possible for a client to trade in currency
using amounts 40 to 50 times bigger than the deposit. The clients bear the risk of
loss, while their deposits are collaterals that insure the broker. Nearly everybody can
access the FOREX market, and many companies are seeking clients [2, 3].

Attractiveness of FOREX market for individual investors is mainly related to a
possibility of getting high profits in a short period of time. Indeed, the graphs of
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movement of currencies show that a successful bargain is an efficient investment
decision.

The other important property of the currency market is its stability. It is well-
known that the main property of the financial market is its unexpected falls. Unlike
stock market FOREX does not fall. If stocks are depreciated, it is a collapse. If the
dollar goes down, it means that the other currency goes up. It makes the market and
business connected with it stable: currency is an absolutely liquid commodity and
will be always traded [2, 3].

The FOREX market operates 24 hours a day. It is not tied to any certain periods of
time when exchanges are open; trade transactions are constantly going on between
banks located in various parts of the globe. Exchange rates keep fluctuating by a
fraction of a percent or even several percent, giving opportunities to market players
to make several transactions a day [2].

Classification of Currencies [2, 4–6]:

1. Major currencies are those that are freely available in all segments of the FOREX
market. They are fully convertible in large volumes and can be used in various
types of spot and forward (concluded for future periods) transactions. The top
five major currencies are the US dollar (USD), Euro (EUR), Swiss franc (CHF),
Japanese yen (JRY), and British pound sterling (GBP).

2. Minor currencies are also completely convertible, but they may exhibit insuffi-
cient liquidity (difficulties while executing transactions in excess of USD 50 mil-
lion) and can be subject to some other restrictions (on using financial derivative
instruments, such as futures). This group includes currencies of Ireland, Canada,
Australia, and Greece.

3. Exotic currencies are those that are quoted at all times, but can be subject to re-
strictions on the type and volume of transactions including forward market deals,
which may be unavailable. National governments may apply restrictions on trade
in their currency. This is true for Indonesia, Thailand, Hong Kong, Malaysia,
Vietnam, China, and Philippines.

4. Emerging market currencies are the currencies of Eastern European countries,
former USSR republics, South American countries, and South Africa.

5. Proxy currencies are those that undergo identical changes in value for some pe-
riod of time (e.g., Euro and Swiss franc to the US dollar). Those who trade
in FOREX usually deal only with the G5 currencies, as they always give un-
restricted trade opportunities. However, short-term illiquidity can happen from
time to time, when a trader cannot get requested quotations in due time because
of an uncertain situation in the market (caused by central bank interventions).

Market participants [2, 7–10]:

1. Exporters and importers. They buy and sell foreign exchange when they need it
for their own business, rather than at the moment when such deals can bring high
profits.

2. Investors. They invest money in foreign securities, real estate, expansion of their
business in other countries, etc. These people just need a certain currency for
their business and do not focus on the exchange rate.
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3. Central banks. Every country whose currency is traded in the world market wants
to keep fluctuations of exchange rate quotations within a certain corridor. When
a trip outside the corridor is detected, the central bank must interfere and support
its weakening currency by buying it, or by selling if it appreciates. These oper-
ations are called interventions. From the political and economic point of view,
they are intended to keep up the balance of interest of importers and exporters.
A high exchange rate is not good for exporters, as their goods can become re-
strictively expensive in the importing country and the demand for their product
will drop. But this situation is advantageous for importers, who can afford more
goods for their money. Therefore, foreign banks are constantly striving for the
golden mean.

4. Hedgers. Hedging consists of the purchase or sale of equal quantities of the same
or very similar commodities in two different markets at approximately the same
time (financial resources and financial instruments).

5. Market makers. These are dealers who regularly quote both bid and ask prices
for currency, while there are no actual buyers. Many major banks are market
makers. They counteract with other banks or financial institutions to make the
buy and sell process uninterrupted. Thus, the currency market is always active,
even when other market participants slow down their activities. Banks, which
make the market, benefit from spread rather than from price movements.

6. Speculators. They stimulate the operation of the market mechanism, balance the
demand and supply sides, and smooth out the trade process. But here we can find
some unlucky buyers and sellers, who want to promptly close their loss-making
positions.

4.2 Mathematical Models of Equilibrium Exchange Rates

4.2.1 Model Development and Analysis

The proposed mathematical model of equilibrium exchange rates is an example of
mathematical modeling in finance. This model can help the banks and other financial
institutions to make balanced and informed decisions.

Currently, banks are offered a wide choice of financial, credit, and commercial
projects for obtaining funds. Obviously, there is an extensive sweep of factors that
can affect bank financial performance, and it is most unlikely that elementary calcu-
lations or intuitive reasoning can help. Therefore, it is important for banks to have
adequate models as well as mathematical and software tools in order to be able to
reject non-viable projects and choose only feasible ones.

Now, when currencies are freely convertible, it is essential to be able to determine
the equilibrium exchange rate.

In saying that the exchange rate is in equilibrium we denote the situation when
there is no opportunities to earn a speculative profit while engaging in a closed
sequence of currency purchase transactions. In the event the exchange rate is in
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disequilibrium, the task arises of determining a sequence of transactions yielding
speculative profits [1].

If exchange rates are anchored to the main currency (anchor currency), then the
rates are in equilibrium. Disequilibrium arises when there is no anchor currency.

Here we develop a model for currency purchase and sale transactions. The model
takes into consideration restrictions, terms, and conditions pertaining to deals in cur-
rency; and the problem of equilibrium is formulated. The test for the model will be
to find an equilibrium exchange rate. The model can be used for carrying out sim-
ulated calculations and varying the conditions and parameters when various market
assumptions are used.

How the Mathematical Model Is Built [1] Let n be the number of types of cur-
rency. Each type will be associated with a vertex of a directed graph G = (N,E),
N = {1, . . . , n}. Each edge (i, j) ∈ E will be associated with a positive number
b(i, j), which is the rate of conversion of the currency i into the currency j . Differ-
ence between the bid and offered rates is given by the inequality α(i, j) ·b(j, i) < 1,
i 
= j (commission). We shall assume that the graph G has all its edges and loops;
that is, (i, i) ∈E and b(i, i)= 1, i = 1, . . . , n.

A closed path (cycle) K = ((i1, i2), (i2, i3), . . . , (ip, i1)) determines the sequence
of currency purchasing (exchange) transactions. Let |K| = p be the number of edges
in the cycle:

a(K)= a(i1, i2) · · · · · a(ip, i1). (4.1)

The cycle K will be called profitable, if b(K) > 1. A profitable cycle determines
sequence of transactions that yield a speculative profit.

The graph G will be balanced, if it does not have any profitable cycles. Any
balanced graph corresponds to the equilibrium exchange rate.

Note that if K is a profitable cycle, then |K| ≥ 3.
The model in question has an important feature, which is a closed path in the ori-

ented graph that helps to simulate feedback. Feedback is the most important element
of any economic system. There are paths that enhance or amplify changes moving
a system away from its initial state. These paths are called positive feedback cycles.
Negative feedback cycles are those that dampen or suppress changes that tend to
move the system from its initial state.

A positive feedback cycle contains an even number of edges with a minus mark.
Otherwise, it will be a negative feedback cycle.

If there are many positive paths in a system, then the system will be unstable.
On the other hand, if there are many paths counteracting a change, it may cause dis-
equilibrium of another type, namely oscillations with increasing amplitude. When
oscillations attenuate, and the system falls into a certain state with indicators reach-
ing a certain level, then this system will be stable.

A specific feature of tasks with many components, is that model systems built of
directed graphs (digraphs) can include various social, economic, and environmental
indicators. The indicators can be of different nature, such as statistical and non-
statistical ones, as well as quantitative and qualitative indicators. Many-component
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tasks can be used to assess system development trends. When refining the model,
it will be possible to quantitatively forecast changes in the system variables and to
study various scenarios of interactions that influence the system in question.

Models based on weighted digraphs with time lags can give us trends of variable
change with time. Thus, even such a simplified model can be used to project the
behavior of quite a complicated system.

4.2.2 Equilibrium Exchange Rate: Statement of the Problem
and Ways to Solve It

The problem of equilibrium exchange rate will be formulated as follows. For a given
graph G= (N,E) and given numbers b(i, j), which satisfy the above conditions, it
will be required to determine whether the graph G is balanced or not. If not, it will
be required to find at least one profitable cycle.

The general problem is to find all profitable cycles (or cycles with α(K) > 1)
[1, 21].

One of the solution techniques here is to reduce the equilibrium exchange rate
problem to the assignment problem.

For this purpose, the rates of conversion have been replaced by their respective
logarithms, which are called edge lengths (or weights). Then the problem is reduced
to the one of finding paths with positive lengths.

Assume that v(i, j)= lgb(i, j) and v(K)= lgb(K). From (4.1), it follows that
v(K)= β(i1, i2)+· · ·+β(ip, i1). Each edge (i, j) of the graph G will be associated
with its number v(i, j), which will be termed the length of the edge (i, j). The path
K will be profitable, if and only if the length v(K) of this path is positive.

A simpler problem has been formulated and solved; and an algorithm has been
designed to determine whether a profitable path exists or not.

A simple polynomial algorithm is suggested to solve the problem; thus, the
assignment problem is a simple polynomial problem. To find paths with positive
lengths, let us formulate the following problem.

f (x)=max
n∑

i=1

n∑

j=1

β(i, j) · xij (4.2)

n∑

j=1

xij = 1, i = 1, . . . , n, (4.3)

n∑

i=1

xij = 1, j = 1, . . . , n, (4.4)

xij ≥ 0, i, j = 1, . . . , n. (4.5)

The problem described by (4.2)–(4.5) is the assignment problem. In this prob-
lem, the components x0

ij of the optimal angular vector x0 = (x0
11, . . . , x

0
1n, . . . , x

0
n1,
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. . . , x0
nn) are equal to 0 or 1. The vector x0 defines a certain set {K1,K2, . . . ,Kr}

of mutually disjoint (or mutually exclusive) paths in the graph G [1]. The equation
x0
ij = 1 means that the edge (i, j) lies in one of these paths. Any vertex of the graph
G lies in one of the paths.

To solve the problem, the equilibrium condition theorem has been proven and a
method has been proposed for finding profitable paths (the theorem is formulated
below) [1, 21].

Theorem 4.1 Let x0 be an optimal angular vector in the problem (4.2)–(4.5) and
{K1,K2, . . . ,Kr} be a set of closed paths (cycles) defined by the vector x0. Further:

(1) f (x0)≥ 0;
(2) if f (x0)= 0, then the graph G is balanced;
(3) if f (x0) > 0, at least one of the cycles K1, . . . ,Kr will be profitable.

Proof The vector x1 having the components x1
ii = 1, i = 1, . . . , n; x1

ij = 0, i 
= j , is
an allowable vector in the problem (4.2)–(4.5). As far as β(i, i) = 0, i = 1, . . . , n,
then f (x0)= 0. Therefore, f (x0)≥ 0. From the content of variables xij , it follows
that

f
(
x0)= β(K1)+ · · · + β(Kr) (4.6)

Assume that β(Ki) < 0 for a particular i ∈ {1, . . . , r}. Let P be a subset of ver-
tices that form the path Ki . Let us take the set {K1,K2, . . . ,Kr } and replace the path
Ki with cycles (loops) ((j, j)), where j ∈ P . The allowable vector x2 satisfying the
condition f (x2) > f (x0) will conform to the derived set of closed paths. But it goes
against the statement that x0 is an optimal vector. Therefore,

β(Ki)≥ 0, i = 1, . . . , r. (4.7)

It follows from (4.6) and (4.7) that if f (x0) = 0, then β(Ki) = 0, i = 1, . . . , r ;
and it means that the graph G is balanced. If f (x0) > 0, then it follows from (4.6)
that there exists such i ∈ {1, . . . , r} that β(Ki) > 0; and it means that Ki is a prof-
itable cycle. The theorem is proved. �

Pursuant to the theorem and by solving the assignment problem, it can be deter-
mined whether a graph is balanced or not. If not, then we proceed to solving the
problem (4.2)–(4.5) to try and find at least one profitable cycle. If there are no prof-
itable cycles, then the graph is balanced. But if there are profitable cycles (not all of
them), then the graph is not balanced.

The problem of determining a closed sequence of operations that bring a spec-
ulative profit has been reduced to the assignment problem, which is a polynomial
problem and can be solved on a computer within a reasonable time, even for a large
number of variables.

To improve the reliability of currency purchase-and-sale models, it will be nec-
essary to conduct the following additional studies:

• how to incorporate various markets (exchanges) into the model;
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• how to differentiate various purchase-and-sale transactions with respect to time;
• how to state the problem for more general initial assumptions; and
• choosing the most appropriate methods for solving generalized problems.

In particular, the proposed model can be used to formulate the problem of cur-
rency exchange rate adjustments, so that any opportunities for speculative gains
would be excluded. This kind of task can find applications with the central banks
that control exchange rates. Our findings are new and can be of practical application
when analyzing the freely convertible currency markets. The proposed model can be
further developed in order to improve its adequacy when describing real processes.

To continue the studies, a problem has been formulated of defining the cycle
edges (arcs) having maximum average weights (maximum density cycles). The need
for solving this problem arises when studying the mathematical models of equilib-
rium exchange rate. The problem solution has been reduced to solving the assign-
ment problem. An estimate has been given of the computational complexity of the
proposed method and a case study is presented for computing the maximum density
of a digraph.

4.2.3 Optimal Adjustment of Currency Exchange Rates

Let N = {1, . . . , n}; G = (N,E) be a complete digraph containing loops (i, i); in
addition, l(i, j) is the weight (length) of a graph edge (i, j) ∈ E and K is a simple
closed path in the graph G. Let us set m(K) as the number of edges in the cycle K
and l(K)=∑

(i,j)∈K l(i, j) as the weight of the cycle K .

Definition 4.1 We shall define ρ(K)= l(K)
m(K)

as the density of a simple cycle K .

Pursuant to the above definition, a path density is the average value of edge
weights of the path. In particular, the density of a cycle having only one loop is
equal to the loop weight.

Let us formulate the problem of determining the maximum density of a simple
cycle in a graph G. One of the applications of this problem is to determine the
maximum speculative profit as an average per operation in the mathematical model
of currency purchase-and-sale transactions [1, 11–22].

Suggested below is a method for solving this problem and an estimate of its
computational complexity, such that the complexity is majorized by T (n)2n, where
T (n) is the computational complexity of the assignment problem with n2 variables.

Every edge (i, j) ∈E will be associated with a Boolean variable xij and we shall
deal with the following problem of the Boolean linear programming:

n∑

i=1

n∑

j=1

l(i, j)xij →max; (4.8)
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n∑

j=1

xij = 1, i = 1, . . . , n; (4.9)

n∑

i=1

xij = 1, j = 1, . . . , n; (4.10)

xii = αi, i = 1, . . . , n; (4.11)

where αi ∈ {0,1}, ∑n
i=1 αi 
= n− 1.

The problem defined in (4.8)–(4.10) is the assignment problem. The problem
complexity of (4.8)–(4.11) for given αi is not higher than the complexity of (4.8)–
(4.10). Consequently, the time for solving the problems (4.8)–(4.11) is majored by

n∑

r=0

(
n

r

)

T (n)= T (n)2n, (4.12)

where T (n) is the complexity of the assignment problem.
By implication of the variables, the solution for (4.8)–(4.11) at fixed αi bijec-

tively determines a set of pairwise disjoint simple cycles. In this connection, if
xii = 1, then there is such a cycle in this set, which is a loop (i, i).

Theorem 4.2 Let K∗ be a cycle having the maximum density as compared to all
the other available cycles that are derived when solving the (4.8)–(4.11) problems.
Then K∗ is a simple cycle having the maximum density in the graph G.

Proof Let K be any simple cycle in the graph G and let N1 be the graph vertices
contained in the cycle K , N2 = N\N1. Assume that αi = 1 if i ∈ N2 and αi = 0 if
i ∈N1.

For these values of αi , the vector x that satisfies (4.9), (4.10), and (4.11) corre-
sponds to the set of cycles K , (i, i), i ∈N2. Let K1, . . . ,Ks , (i, i), i ∈N2 be the cy-
cles that correspond with the optimal vector of the problem defined in (4.8)–(4.11),
with αi value being the same. As the value of the target function (4.8) is equal to the
total weight of the cycles defined by the allowable vector of the (4.8)–(4.11), then

s∑

j=1

l(Kj )≥ l(K). (4.13)

The total number of edges in the cycle K1, . . . ,Ks is equal to the number of
edges in K :

s∑

j=1

m(Kj )=m(K). (4.14)

As l(K∗)
m(K∗) ≥ l(Kj )

m(Kj )
, j = 1, . . . , s, then it follows from (4.13), (4.14) that

s∑

j=1

l(Kj )m(Kj )= l
(
K∗

)
m(K)≥

s∑

j=1

l(Kj )m
(
K∗

)≥ l(K)m
(
K∗

)
.
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Finally,

l(K∗)
m(K∗)

≥ l(Kj )

m(Kj )
.

The above inequality means that K∗ is the maximum density cycle in the
graph G. The theorem is proven. �

So, to find a maximum density cycle, it will be sufficient to solve the problems
stated in (4.8)–(4.11), with their number being not more than 2n. Before we proceed
to solving the next problem, it is required to save the information on the best cycle
identified when solving the previous tasks. Task computing time will be calculated
based on the above formula (4.12) [1, 22].

Solution method We shall solve the problem (of assignment) for cycles with the
number of edges:

(1) 3
(2) 4
(3) 5
. . .

(n) n.

At the step k (cycles with k + 2 edges), we solve the assignment problem and
get the cycles K1, . . . ,Kp . Prior to this step, all the previous problems have been
solved. We denote n1, . . . , np as being the numbers of edges/arcs in these cycles;
l1, . . . , lp are weights (lengths) of these cycles. Then the density of the cycle Ki will
be the ratio of the length to the number of edges (or arcs) in this cycle.

4.2.4 Building a Balanced Directed Graph

We start with the definition of a balanced directed graph (digraph) and then go on
to build a balanced digraph based on a weakly connected subgraph. The proposed
method can be used when solving problems of equilibrium exchange rates and when
harmonizing the quality indicators for a managed system based on their relative
priority [1].

Definition 4.2 A complete digraph G= (N,E) with the arc lengths l(i, j) is bal-
anced if the length of any cycle in the digraph is zero.

Statement 4.1 A complete digraph with the arc lengths l(i, j) is balanced if and
only if there exists such a vector x = (x1, . . . , xn) that x1 = 0, xj − xi = l(i, j).

Proof

(1) Let G be a balanced digraph. Assume that x1 = 0, xj = l(j,1). Then, as per the
definition, xj − xi = l(j,1)− l(i,1)= l(j,1)+ l(i,1)= l(i, j).



4.2 Mathematical Models of Equilibrium Exchange Rates 109

(2) Let x1 = 0, l(i, j)= xj −xi . Then the length of an arbitrary cycle K = ((i1, i2),

(i2, i3), . . . , (im−1, im), (im, i1)) will be l(K) = l(i1, i2) + · · · + l(im, i1) =
(xi2 − xi1)+ (xi3 − xi2)+ · · · + (xi1 − xim)= 0.

The statement is proven. �

Let H = (N,F ) be a digraph having n vertices, and let h(i, j) be the length of
an arc (i, j) ∈ F . We set a problem of building a balanced digraph G = (N,E),
F ⊂E based on its subgraph H , in such a way that the arc lengths in the digraph H
would be as close as possible to the lengths l(i, j) of their corresponding arcs in the
digraph G. The optimality criterion will be taken as the sum of squared deviations:

min
∑

(i,j)∈F

(
l(i, j)− h(i, j)

)2
. (4.15)

Pursuant to Statement 4.1, the problem (4.15) reduces to minimization of the
function:

f (x2, . . . , xn)=
∑

(i,j)∈F

(
l(i, j)− h(i, j)

)2
, (4.16)

where x1 = 0 in the right-hand side of (4.16).

Statement 4.2 The linear equation system

∂f

∂xj
= 0, j = 2, . . . , n, (4.17)

has an unambiguous solution, which is the minimum point of the function
f (x2, . . . , xn).

Proof Let us first prove that f is a strictly convex function. Assume that for certain
x1 = (x1

2 , . . . , x
1
n), x

2 = (x2
2 , . . . , x

2
n), 0 < α < 1, the following equality holds:

f
(
αx1 + (1− α)x2)= αf

(
x1)+ (1− α)f

(
x2). (4.18)

Note that any function of two variables—as presented in (4.16)—will be convex.
If we fix one of the variables in this function, then the function will be strictly
convex with respect to the other variable. Therefore, it follows from (4.18) that
x1
i = x2

i , i ∈ J1, where J1 is a set of vertices in the digraph H , which are connected
with the vertex 1 by either an incoming or an outgoing edge. Since the variables
xi = αx1

i + (1 − α)x2
i = x1

i , i ∈ J1 in Eq. (4.18), then (4.16) will contain strictly
convex functions of the functions xi , i ∈ J2, where J2 is a set of vertices, which
are connected with the vertices of the set J1 by either incoming or outgoing arcs.
Therefore, it follows from (4.18) that x1

i = x2
i , i ∈ J2. As the digraph H is weakly

connected, then as a result we get x1 = x2. This means that f is a strictly convex
function.

The function f is limited from below (f (x) ≥ 0) and is continuous. Conse-
quently, the minimum is achieved at x0 ∈ Rn−1. Since f is a strictly convex func-
tion, then x0 is the only minimum point. In addition, f is a differentiable function
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Fig. 4.1 Subgraph

over the entire function domain Rn−1. Therefore, x0 is a stationary point (it is a
solution of the linear equation system (4.17)). It is common knowledge that in case
of a convex differentiable function, the following inequality holds

(
gradf

(
x1), x2 − x1)≤ f

(
x2)− f

(
x1) (4.19)

for any x1 ∈Rn−1 and x2 ∈Rn−1. If x1 is a stationary point (gradf (x1)= 0), then
(4.19) implies that f (x1)≤ f (x2), viz. x1 is the point of the minimum. Therefore,
x0 is the only stationary point and the only solution for the system (4.17). State-
ment 4.2 is proven. �

Let us consider a specific example of building a balanced digraph based on a
subgraph H , shown in Fig. 4.1 [1].

Given the edge/arc lengths in the digraph H :

h(2,1)=−1.5; h(1,4)= 2.4; h(1,5)= 1; h(2,3)=−1.6;
h(4,3)=−2.8; h(3,5)= 1.2,

then

f (x2, x3, x4, x5)= (−x2 + 1.5)2 + (x4 − 2.4)2 + (x5 − 1)2 + (x3 − x2 + 1.6)2

+ (x3 − x4 + 2.8)2 + (x5 − x3 − 1.2)2.

∂f

∂x2
= 4x2 − 2x3 − 6.2;

∂f

∂x3
=−2x2 + 6x3 − 2x4 − 2x5 + 11.2;

∂f

∂x4
=−2x3 + 4x4 − 10.4;

∂f

∂x5
=−2x3 + 4x5 − 4.4.

By solving the system (4.17) for this example, we get the only solution x0 =
(x0

2 , x
0
3 , x

0
4 , x

0
5)= (1.433;−0.233;2.483;0.983).

Pursuant to Statement 4.1, vector x0 defines lengths l(i, j) of all arcs in the bal-
anced digraph G, built on the basis of the given subgraph H . For example, l(2,1)=
x0

1 − x0
2 = 0− 1.433=−1.433; l(1,4)= 2.483; l(1,5)= 0.983; l(2,3)=−1.666;

l(4,3)=−2.716; l(3,5)= 1.216.
Comparing l(i, j) with h(i, j), it can be seen that the values h(i, j) have under-

gone only insignificant adjustments [1].
Let us study some applications.
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(1) Let n be a number of the types of currencies; v(i, j) is the exchange rate of the
currency j with respect to the currency i; h(i, j)= lnv(i, j); H is the digraph
having n vertices and arc lengths h(i, j); w(i, j) = el(i,j). The values w(i, j)
are the adjusted exchange rates, for which there are no cyclic sequences of the
currency purchase-and-sale transactions that would yield a speculative profit
[1, 2].

(2) Let n be a set of performance indices of a certain management system; v(i, j)
is a quantitative measure of a relative priority of the index j with respect to the
index i. These values can be predetermined using some kind of expert evalua-
tion. They correlate if v(i, j) · v(j, k)= v(i, k). Otherwise, it will be necessary
to build a balanced digraph using the method discussed in paragraph (1) above.

4.2.5 Equilibrium Exchange Rates: Problem-Solving Procedures

In this chapter, we shall solve a number of assignment problems using a simple
polynomial algorithm.

4.2.5.1 Statement of the Assignment Problem

Suppose there is a set of positions P = {pi}ni=1 and a set of elements E = {ei}ni=1,
where each of the elements can take only one position, and only one element can
be placed in each position. Every variant of placing the i-th element in the j -th
position can be assigned the cost cij . The task is to place all the elements in such a
way that the integrated cost is minimal. To put it differently, the task is to find such
a permutation of elements specified by bijective mapping Φ : E→ P , which gives
the minimum

n∑

i=1

CΦ(i),i→min (4.20)

The number of feasible permutations is n!
In various tasks, elements and positions can be interpreted as employees and jobs

(the assignment problem per se); machines and parts machined by them; types of
work and work periods or output work queue; customers and services (in a store
or in a distributed computer environment); electrical/radio components and their
mounting modules (the task of layout design); or electrical/radio components and
their mounting areas (the task of component arrangements on a chip card).

If the number of elements in a specific task is not equal to the count of positions,
then quite costly phantom elements or phantom positions can be introduced (which
would be excluded from the optimal solution).
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4.2.5.2 Assignment Problem as a Linear Programming Problem

Let us introduce an assignment matrix X of the size n× n, the elements of which
will be calculated according to the following rule

xij =
{

1, if the element i is assigned to the position j
0, if not

We come to the following task of linear programming: minimize

z=
n∑

i=1

n∑

j=1

cij xij

provided the conditions below are met:

n∑

j=1

xij = 1; i = 1,2, . . . , n

(every element has been assigned to only one position);

n∑

i=1

xij = 1; j = 1,2, . . . , n

(for each position, there is only one element assigned to it);

xij ∈ {0,1}
(variables xij can take on only the values 0 or 1).

Therefore, the assignment problems can be solved using methods of linear integer
(discrete) programming.

4.2.5.3 Assignment Problem as a Transportation Problem

The assignment problem is a special case of the transportation problem [25], where
the workers to be assigned are the points of departure, and the assigned jobs are the
points of destination; here, the demand and supply sizes are equal to 1. Therefore,
the assignment problem can be solved as the transportation problem. Since the de-
mand and supply sizes are equal to 1, a more effective method of solution has been
developed, namely: the Hungarian Method.

The Hungarian Method [23–26] was suggested by an American mathematician
(H. Kuhn, 1955), who used the matching theory taken from publications of the Hun-
garian scientists D. Kenig (1884–1944) and E. Egervary (1891–1958).

Assume that the cost matrix is C = ‖cij‖, i, j = 1,2, . . . , n.
Step 1. We shall find the smallest element pi in each i-th row of the matrix and

subtract it from every element in the row: cij = cij − pi (i = 1, . . . , n).
Step 2. In the new matrix, we shall find the smallest element qj in each j -th col-

umn and subtract it from every element in the column: cij = cij −qj (j = 1, . . . , n).
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There will be at least one zero element in each column (i.e., job position) and in
each row (i.e., worker) of the resulting matrix; these zeros will indicate candidates
to be assigned.

Having applied this algorithm, we may find that the resulting optimal solution is
not feasible; that is, none of the workers can be assigned to any job. If this is the
case, then we should proceed to the next step of the algorithm.

Step 3. Select rows and columns through which you draw lines in such a way that
all the zeros are covered and that no more lines have been drawn than necessary.
Thereafter, find the smallest element that is not covered by any of the lines. Then
subtract it from each entry that is not covered by the lines and add it to each entry
that is covered by a vertical and a horizontal line. This procedure must be iterated
until we get a feasible solution.

Modified Hungarian Method [14] Let us slightly modify the original task. Assume
that we have m customers, whose demands are equal and who can each be served by
only one vendor out of n available vendors. Each i-th vendor can serve more than
one customer, but not more than ai . A matrix C = ‖cij‖ is given, which determines
the cost of service provided by an i-th vendor to a j -th customer. It is sought to
assign customers to vendors in such a way that the total cost of service is minimal.

Let us introduce a matrix X = ‖xij‖, where an element xij equals 1 if an i-th
vendor is assigned to a j -th customer; otherwise, the elements equal zero. It follows
from the problem statement that the sum of all elements in the i-th row shall not
exceed ai , while the sum of all elements in the j -th column shall equal 1.

Thus, we are solving the minimization problem for the function:

z=
n∑

i=1

m∑

j=1

cij xij

under the following restrictions

n∑

i=1

xij = 1; j = 1, . . . ,m;
m∑

j=1

xij ≤ ai; i = 1, . . . , n;

n∑

i=1

ai ≥ n;

xij ∈ {0,1}.
The algorithm of the modified Hungarian method includes a preparatory step and

consists of not more than (m− 2) iterations. Each successive iteration process con-
sists of three steps. Every step is an equivalent transformation of the cost matrix.
The purpose of every successive iteration process is to increase the count of inde-
pendent zero elements. A single zero element in a column of the matrix cij will
be called an independent zero element (or just independent zero). A row can have
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more than one independent zero depending on restrictions set for the relevant ven-
dor. Each successive iteration process brings one more independent zero. A problem
is considered solved when the count of independent zeros reaches the count of cus-
tomers. We shall denote independent zeros as 0∗. When applying the algorithm, it
will be required to cover and uncover the rows and columns of a cost matrix. Uncov-
ered rows/columns will be marked with + and the covered ones, with ∗. Unmarked
rows/columns will be considered uncovered.

Preparatory Step. The purpose of this step is to carry out equivalent transforma-
tions of a cost matrix and to obtain at least one zero in each column of the matrix and
put a tag on the independent ones. To this end, we shall find the smallest element
in each column and subtract it from every element in the column (as in the con-
ventional Hungarian method). As a result, we shall get a matrix with nonnegative
elements, which will have at least one zero in each column.

Thereafter, we shall examine all the columns of the resulting matrix and tag with
an asterisk those zero elements that belong to rows for which restrictions are set
(independent zeros). Thus, the number of restrictions goes down by one. Having
reviewed all the columns, we shall get several independent zeros.

Next iteration. If the matrix has m independent zeros, we finish the calculations.
Otherwise, we go to the next iteration. Before starting, we cover all columns con-
taining an independent zero element (it will be remembered that there can be only
one independent zero in a column) and uncover all the rows. Then we proceed to
the three steps described below.

Step 1. Examine uncovered elements (the ones at the intersection of uncovered
columns and rows) and find the smallest element. If the smallest element ckl > 0,
go to step 3. If it is zero, then check whether the same l-th column contains an
independent zero element and whether there are restrictions set for the row k. Four
scenarios are possible:

(1) There is an independent zero and restrictions are kept;
(2) There is an independent zero and restrictions are not kept;
(3) There is no independent zero and restrictions are kept;
(4) There is no independent zero and restrictions are not kept.

For cases 1 and 3, mark the identifies zero element ckl with a prime, cover the
k-th row and uncover the columns, which give independent zeros at the intersection
with the k-th row. Then, go on to step 1. Go to step 2 (scenario A) for case 2 and to
step 2 for case 4 (scenario B).

Step 2 (scenario A). Decrease by 1 the number of restrictions in the row con-
taining 0′. Then, build a chain of elements as follows: initial 0′; zero tagged with
an asterisk and located in the same column; primed zero located in the same line as
the previous zero tagged with an asterisk, etc. Thus, the chain is formed by moving
from 0′ to 0∗ along a column and from 0∗ to 0′ along a row. The end element of the
chain is 0′.

Zeros tagged with an asterisk will be replaced by zeros (unmarked), while primed
zeros will be replaced by zeros with an asterisk. This is the end of a routine round of
iteration. The count of independent zeros (and, consequently, of assigned customers)
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Table 4.1 Example 4.1 # 1 2 3 4

1 1.00 4.00 0.50 0.30

2 0.20 1.00 0.15 0.10

3 1.50 6.00 1.00 0.60

4 2.80 9.00 1.20 1.00

went up by 1. Now, we need to cover the columns with independent zeros while
counting their numbers. If the count of zeros is less than m, we need to uncover all
covered rows and go to the first step of the next iteration process. But if it equals m,
then the computation is finished.

Step 2 (scenario B). The smallest element will be tagged with an asterisk, and the
restriction set for the row containing this element will be decreased by 1. The routine
iteration is finished. It will be required to cover the columns with independent zeros.
If the count of independent zeros is less than m, it will be necessary to uncover all
the covered rows and go to the first step of the next iteration. But if it equals m, then
the calculation is over.

Step 3. It will be remembered that the third step is started (after the first step is
done) if the smallest element of all the uncovered ones is strictly greater than zero.
If this is the case, subtract the smallest element from all the elements of uncovered
columns and add it to all the elements of covered rows. Now we have zeros among
the uncovered elements; hence, we go to the first step. Upon completion of the first
step, we go to the second step for cases 2 and 4 and complete the routine iteration.
But for cases 1 and 3, we should go to the third step (since all the zeros in the matrix
are covered); we run the third step, get a matrix with uncovered zeros and go back
to the first step.

If we need to find the maximum total cost rather than minimum, the algorithm
will be same, but it will be required to find the biggest element during the prepara-
tory stage rather than the smallest one.

4.2.6 Experimental Study of the Model of Equilibrium

Example 4.1 Let us solve the problem for numbers α(i, j) given in Table 4.1.
When solving the equilibrium problem for this example, we will get the optimum

vector x0 = (0,1,0,0, 0,0,0,1, 0,0,1,0, 1,0,0,0). The vector corresponds to
the two cycles: K1 = ((1,2), (2,4), (4,1)), K2 = ((3,3)). Cycle K1 is profitable:
α(K1)= 1.12.

Example 4.2 Assume that n= 6 and the numbers α(i, j) are given in Table 4.2.
The solution yields: x0 = (1,0,0,0,0,0, 0,1,0,0,0,0, 0,0,1,0,0,0, 0,0,0,

1,0,0, 0,0,0,0,1,0, 0,0,0,0,0,1), f (x0)= 0. There are no profitable cycles in
this example; therefore, the graph is balanced, which is easily checked by exhaustive
enumeration of possibilities using the equilibrium problem software.
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Table 4.2 Example 4.2 # 1 2 3 4 5 6

1 1.00 0.06 0.08 0.01 1.33 0.40

2 14.00 1.00 1.10 0.19 19.11 5.25

3 10.55 0.74 1.00 0.12 14.50 4.50

4 55.00 4.20 6.30 1.00 96.50 32.00

5 0.75 0.03 0.04 0.01 1.00 0.30

6 2.30 0.16 0.21 0.02 2.45 1.00

Table 4.3 Example 4.3 # 1USD 2EUR 3RUB 4KZT

1USD 1 0.747 33.5 151

2EUR 1.29 1 45.08 196

3RUB 0.029 0.022 1 4.42

4KZT 0.0066 0.0049 0.223 1

Fig. 4.2 Example 4.3

Example 4.3 Let us consider a specific example of solving a problem of equilib-
rium exchange rates (data source: a bank’s exchange point). Actual data have been
used to build a directed graph G and a table of exchange rates. In this case, the ex-
change rates are anchored to the US dollar and exchange rates between non-anchor
currencies are unambiguously determined by their rates of exchange to the anchor
currency (Table 4.3). The task is to determine whether the exchange rates are bal-
anced and whether it is possible to get a speculative profit in the course of closed
currency purchase-and-sale transactions (Fig. 4.2). In other words, we need to find
whether a profitable cycle exists.

1. We solve this problem by simply enumerating the possibilities.

(1) We start by considering cycles at 3 vertices:

1–2–3–1 K = (
(1,2), (2,3), (3,1)

)

α(K)= 0.747× 45.08× 0.029= 0.976

1–3–2–1 K = (
(1,3), (3,2), (2,1)

)

α(K)= 33.5× 0.022× 1.29= 0.951

1–2–4–1 K = (
(1,2), (2,4), (4,1)

)
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α(K)= 0.747× 196× 0.0066= 0.966

1–4–2–1 K = (
(1,4), (4,2), (2,1)

)

α(K)= 151× 0.0049× 1.29= 0.954

1–3–4–1 K = (
(1,3), (3,4), (4,1)

)

α(K)= 33.5× 4.42× 0.0066= 0.977

1–4–3–1 K = (
(1,4), (4,3), (3,1)

)

α(K)= 151× 0.223× 0.029= 0.976

2–3–4–2 K = (
(2,3), (3,4), (4,2)

)

α(K)= 45.08× 4.42× 0.0049= 0.976

2–4–3–2 K = (
(2,4), (4,3), (3,2)

)

α(K)= 196× 0.223× 0.022= 0.962

Inference: There are no profitable cycles among the cycles built at 3 ver-
tices of the graph, since α(K) < 1.

(2) Let us now consider cycles built at 4 vertices of the graph:

1–2–3–4–1 K = (
(1,2), (2,3), (3,4), (4,1)

)

α(K)= 0.747× 45.08× 4.42× 0.0066= 0.982

1–2–4–3–1 K = (
(1,2), (2,4), (4,3), (3,1)

)

α(K)= 0.747× 196× 0.223× 0.029= 0.946

1–3–4–2–1 K = (
(1,3), (3,4), (4,2), (2,1)

)

α(K)= 33.5× 4.42× 0.0049× 1.29= 0.936

1–3–2–4–1 K = (
(1,3), (3,2), (2,4), (4,1)

)

α(K)= 33.5× 0.022× 196× 0.0066= 0.953

1–4–2–3–1 K = (
(1,4), (4,2), (2,3), (3,1)

)

α(K)= 151× 0.0049× 45.08× 0.029= 0.967

1–4–3–2–1 K = (
(1,4), (4,3), (3,2), (2,1)

)

α(K)= 151× 0.223× 0.022× 1.29= 0.955.

Inference: There are no profitable cycles among the cycles built at 4 ver-
tices of the graph, since α(K) < 1. As a result, we find that there are no
profitable cycles and the graph is balanced. Therefore, there are no currency
purchase-and-sale transactions that would bring a speculative profit.

2. Let us reduce this problem to the assignment problem and solve it:
We will solve the problem (4.2)–(4.5), given that v(i, j)= lgb(i, j):
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Fig. 4.3 Functional schematic of an information system

f (x)= x11 lg 1+ x12 lg 0.747+ x13 lg 33.5+ x14 lg 151+ x21 lg 1.29+ x22 lg 1

+ x23 lg 45.08+ x24 lg 196+ x31 lg 0.029+ x32 lg 0.022+ x33 lg 1

+ x34 lg 4.42+ x41 lg 0.0066+ x42 lg 0.0049+ x43 lg 0.223+ x44 lg 1

→max

x11 + x12 + x13 + x14 = 1

x21 + x22 + x23 + x24 = 1

x31 + x32 + x33 + x34 = 1

x41 + x42 + x43 + x44 = 1

x11 + x21 + x31 + x41 = 1

x12 + x22 + x32 + x42 = 1

x13 + x23 + x33 + x43 = 1

x14 + x24 + x34 + x44 = 1.

In this example, the solution of the problem (4.2)–(4.5) gives an optimum vector
x0 = (1,0,0,0, 0,1,0,0, 0,0,1,0, 0,0,0,1), f (x0) = 0. The graph is balanced
[Fig. 4.3].

For this example, the solution outcome was the same when using PER (Hungar-
ian method) as when using the equilibrium problem solver.
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4.3 Mathematical Projection Models for Currency Transactions

4.3.1 Forecast Problem of Risk Minimization

The last decades have seen a change in the trade pattern of the currency market,
affecting trade transaction maturity; a significant growth of futures contracts has
been observed. These developments have led, on the one hand, to an increase in
currency market sensitivity and to significant currency fluctuations, but, on the other
hand, they have brought better opportunities to investors [11, 12, 17, 19].

In order to continue investigations of the exchange rate balancing, it was nec-
essary to solve the problem of determination of arcs of the loop with the maximal
average value of the arc weight (maximal density loop) in the directed graph with
given weights (lengths).

The necessity of solving this problem arises in studying mathematical models of
exchange rate balancing. The solution to such a problem is reduced to the solution
of several assignment problems.

A generalization of this problem gives the problem of determining conditions
when operations can last for several days (study of day-by-day graphs). This brings
up the problem of determination of a sequence of operations (loops) on multigraphs.
A directed graph with loops and multiple edges (arcs) is called a pseudograph. A di-
rected graph with multiple edges (arcs) but without loops is called a multigraph.

Information about possible operations of currency purchases and sales giving
speculative profit may be useful for planning central bank actions. In forecasting
speculative operations it is necessary to forecast changes in currency exchange rates
for some period of time [27, 28]. The data for the expected exchange rates can be
obtained by extrapolation or by other methods, in particular by the method of expert
estimates.

Information which is, at least to a certain extent, reliable makes it possible to
determine closed sequences of currency exchange operations giving a speculative
profit [1, 21–23].

In this chapter the above-formulated problem is formalized as a combinatorial
problem on the multigraph, its computational complexity is estimated, and a method
for its solution is discussed.

Let n be the number of currencies; t a forecasting interval (equal to the number of
days or weeks for which the information about forecast exchange rates is available);
α(i, j, k) the exchange rate of the i-th currency to the j -th currency on the k-th day
(week), k = 1,2, . . . , t .

Let us consider a complete directed multigraph with n vertices and arc multi-
plicity equal to t . Denote (i, j, k) as the k-th arc connecting vertex i with vertex
j, k = 1,2, . . . , t .

Let us call a loop (i1, i2, k1), (i2, i3, k2), . . . , (im, i1, km) in the multigraph an
admissible loop of length m, if m≤ n, ip 
= iq , for p 
= q and

1≤ k1 ≤ k2 ≤ · · · ≤ km ≤ T (4.21)
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The admissible loop corresponds to the admissible sequence of currency ex-
change operations with return to the currency from which the operation began. This
condition (4.21) means realizability of the sequence of operations in time.

Let α =∏m−1
s=1 α(is, is+1, ks) · α(im, i1, km).

Then (α − 1) is a relative profit obtained from the sequence of operations. The
admissible loop is called profitable if for this loop α > 1.

Let us formulate the problem of determination of all profitable loops in the set of
many other admissible loops. This problem has the NP level of complexity even for
T = 1, i.e., in case of a simple graph.

As it is necessary to determine all profitable loops, one can hardly find a method
much more effective that the method of enumeration of all possible loops [1, 23]. It
is quite natural to ask for which n,m,T values the problem can be solved by com-
puter. The computational complexity of the problem is estimated from the following
theorem.

Theorem 4.3 The number of admissible loops of length m is equal to

D(n,m,T )=Am
n ·B(m,T ) (4.22)

where Am
n = n(n − 1) · · · · · (n − m + 1) is the number of combinations of n by

m; b(m, t) is the number of different pairwise tuples (k1, k2, . . . , km) satisfying the
condition (4.21).

Proof Let (k1, . . . , km) be an arbitrary tuple satisfying condition (4.21). The number
of different arcs (i1, i2, k1) is equal to n(n− 1). For each arc (i1, i2, k1) there are
(n− 2) different arcs (i2, i3, k2), etc. This means that Am

n different loops of length
m correspond to one tuple (k1, . . . , km). This yields formula (4.22), etc. �

Numbers b(m, t) in the formula (4.22) can be calculated by recurrence formulae
according to the following theorem.

Theorem 4.4 Let βp(m) be the number of tuples of length m satisfying condition
(1) where km = p, p ∈ {1, . . . , t}. Then

βp(m+ 1)=
p∑

r=1

βr(m); (4.23)

β(m+ 1, T )=
T∑

p=1

(T − p+ 1) · βp(m). (4.24)

Proof The recurrent formula (4.23) follows directly from condition (4.21). From the
same condition it follows that from one tuple of length m, where km = p, one can
get (t −p+ 1) tuples of length m+ 1 adding numbers km+1 = p,p+ 1, . . . , t . This
means that numbers b(m, t), m= 1,2, . . . can be calculated using formula (4.24). �

As an example, numbers b(m,6), m = 1, . . . ,7 calculated by formulae (4.23)
and (4.24) are given in the Table 4.4.
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Table 4.4 Example, numbers
b(m,6)

M 1 2 3 4 5 6 7

B(m,6) 6 21 56 126 252 462 792

At relatively small values of parameters n,m, t the number d(n,m, t) is very
big and quickly increases with the growth of these parameters. For example,
d(20,5,4) ≈ 108, and hence solution to the problem, is at the limit of operational
possibility for computers with a speed of about 108 operations per second.

Nevertheless, it is possible to use the enumeration method for solving the prob-
lem of forecasting speculative operations in real conditions [1, 21]. It can be justified
by the following circumstances.

(1) The number of currencies which are actively used in the currency market is not
very high. It is much smaller than the number of national currencies.

(2) The number m of operations in the closed sequence of operations providing
speculative profit is, as a rule, not more than 4–5. This is confirmed both by the
experimental calculations and by some general reasons along the lines of “the
game is not worth the candle.”

(3) It is also not reasonable to make number t high, as forecasting for large time
intervals is unreliable.

(4) As loops (i1, i2, k), (i2, i1, k) of length 2 correspond to negative profit, it is
possible to state that the number of profitable loops is much smaller than the
number of admissible loops.

The list of all profitable loops of length 2, . . . ,m (if there are any) for the given
value of parameter m is determined after considering all admissible loops. This
information may be useful for making decisions at the level of central banks.

4.3.2 A Collocation Model for Forecasting Operations
on the Currency Market

4.3.2.1 Background of the Collocation Model

The most important role in forecasting is played by optimization models (extremum
models). Optimization models are a system of equations that in addition to limi-
tations (conditions) include a special equation called a functional or an optimality
criterion. This criterion is used to find the best solution for a certain parameter. In
forecasting speculative operations it is necessary to forecast fluctuations in exchange
rates for a certain time period. Information about expected exchange rates can be
obtained by extrapolation or other methods, and in particular by expert evaluations.

The need to forecast through specific and applied analysis—aimed at the future
and taking into account the uncertainty of this future—arises in various fields of
human activity: policy, international relations, economy, finances, education, social
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processes, medicine, and so on. Forecasting is the scientific investigation of perspec-
tive development of a phenomenon, and estimation of parameters characterizing this
phenomenon in the near or distant future [19, 20].

Ever since finance theory first appeared as a science in the 1920s to 1930s, the
main challenge confronting scientists has been improvement of forecasting methods
and development of new methods to be used in forecasting of specific financial
parameters. The main task of forecasting of the stock market state is to reduce risk
caused by uncertainty of efficiency of any currency transaction [19, 20].

The hypothesis of “random wandering” eventually triggered development of the
concept of the functional (efficient) market, all participants of which are equally
informed and take optimal decisions on the basis of this information.

The term “collocation” (meaning mutually shared location or arrangement, and
used in language study to describe words that often appear together) is widely ap-
plied in modern computational mathematics to obtain approximate solutions to dif-
ferential equations. Collocation in mathematics means determination of function by
choosing analytical approximation to a definite number of given linear function-
als. Mathematical (“pure”) collocation is widely used in technical applications for
solving interpolation problems [28].

4.3.2.2 Development of Mathematical Model for Forecasting Exchange Rate

Formulation of the problem. The problem of forecasting a dynamic (time) series of
financial/economic information—in particular, financial indices—is one of the main
tasks of financial theory. In every forecasting model the exchange rate an at a time
moment n= 0,1,2, . . . of discrete time is presented as [24]:

An =A0 · eHn (4.25)

Hn = h0 + h1 + · · · + hn, (4.26)

hi =
{

0 for i = 0,
ln Ai

Ai−1
for i > 0.

(4.27)

Giving a “logarithmic profit” at moment i ≥ 0.
Further, we will consider how the mean square collocation model is used to fore-

cast exchange rates [28]. The sequence (hi)i≥1 (4.27) is supposed to be stationary,
i.e., its members are random quantities such that their mathematical expectation

E(h)=m, (4.28)

and covariances

Cov(hi, hi+k)= Chh(τ) (4.29)

Do not depend on i ≥ 0.
Let ai be observed exchanged rates till the moment of discrete time i = n [24]:

A0, A1, A2, . . . , An. (4.30)
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Hence, the values of stationary dynamic series h are also known:

h= (h1, h2, . . . , hn)
′. (4.31)

The task is to construct a forecast of exchange rate A for a certain moment of
time in the future i = n+ k in the framework of the stationary model (4.28), (4.29).

Let us denote the forecast by
�

An+k . We see that according to (4.25) and (4.26)

An+k =A0 · eHn+k =A0 · eHn · e�H , (4.32)

where

�H =
n+k∑

i=n+1

hi = S(h) (4.33)

Is the value of linear functional s for the stationary dynamic series h. The forecast
�

An+k will be made taking into account (4.32):
�

An+k =An · e�
�
H =An · exp{� �

H }, (4.34)

where �
�

H is the forecast (estimation) of the quantity (4.33).
The estimation �

�

H will be determined in the class of linear procedures

�
�

H = g′ · h=
n∑

i=1

gihi . (4.35)

A zero-trend model Let us first assume that the model trend is expressed as a math-
ematical expectation of the dynamic series

M = e(h)= 0 (4.36)

(the main precondition of the pure collocation model). Then for any vector of coeffi-
cients g = (g1, g2, . . . , gn)

′ in the procedure (4.35) estimation, �
�

H will be unbiased
as the equality for g is fulfilled:

E(�
�

H −�H)= 0. (4.37)

Hence, in order to get an optimal mean-square forecast (4.35) it is sufficient that
g satisfy the condition

σ 2
ε =E

(
ε2)=E

{
(�

�

H −�H)2
}→min . (4.38)

Vector g giving an unconditional minimum rn to function σ 2
ε can be determined

in solution to the linear algebraic equations of the type:

Chh · g = Ch,�H , (4.39)

where

Chh =
(
Chh(i − j)

)
(4.40)

Is a square nonsingular matrix of size (n × n) whose elements are the values of
the covariance function Chh(τ) of the stationary dynamic series h for τ = ij , i =
1,2, . . . , n; j = 1,2, . . . , n.
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Vector Ch,�H is a vector of covariance of hi values, i = 1, . . . , n of the stationary
dynamic series and values �H of the linear functional

Ch,�H =

⎛

⎜
⎜
⎜
⎝

Cov(h1,�H)

Cov(h2,�H)
...

Cov(hn,�H)

⎞

⎟
⎟
⎟
⎠

(4.41)

To calculate the covariance Cov(hi,�H), i = 1,2, . . . , n, we will use the rule of
covariance transformations.

Cov(hi,�H)= Cov

(

hi,

n+k∑

l=n+1

hl

)

=
n+k∑

l=n+1

Cov(hi, hl)= S
(
Chh(τ)

)

=
n+k∑

l=n+1

Chh(i − l). (4.42)

After solving the system of Eqs. (4.39) and substituting solutions into (4.35),
we get the formula of the optimal mean-square forecast for estimation of the linear
functional

�
�

H = C�H,h ·C−1
hh · h, (4.43)

where C�H,h = Ch,�H .
The auto-covariance matrix of the forecast errors of the functional �H is deter-

mined by the formula

Cεε = C�H,�H −C�H,h ·C−1
hh ·Ch,�H , (4.44)

the forecast (4.43) has minimum dispersion

σ 2
ε = σ 2

�H −C�H,h ·C−1
hh ·Ch,�H . (4.45)

If condition (4.36) is satisfied. In the expression (4.45) dispersion σ 2
�H of the linear

functional (4.33) is calculated as

σ 2
�H = SS

(
Chh(τ)

)=
k∑

i=1

k∑

j=1

Chh(i − j). (4.46)

Therefore if condition (4.36) is fulfilled (lack of the trend in the dynamic series
data (hi)i≥1), then to construct an optimal forecast of the linear functional �H the
following algorithm is used [24]:

(1) The values of “logarithmic profit” (hi)i≥1 are calculated using the data of the
dynamic series of exchange rate A0,A1,A2, . . . ,An by the formula (4.27);

(2) The covariance function Chh(τ) of the process (hi)i≥1 is estimated;
(3) Using the rule of transformation of covariances (4.42), the main covariance

function Chh(τ), cross-covariance functions of the process values (hi)i≥1, and
linear functional values �H are obtained;

(4) The forecast (4.43) of the linear functional �H is fulfilled; and
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(5) The formula (4.44) is used to estimate the forecast precision.

Substituting the functional estimate �
�

H obtained by the descriptive algorithm into
(4.34), we get the forecast of the exchange rate ai for the moment i = n+ k. The
mean-square error of the forecast is determined as

σ�
An+k

≈An · e�
�
H · σε =

�

An+k · σε. (4.47)

Formula (4.45) shows that optimality of the forecast for the functional�
�

H (4.41)
provides optimal forecast for exchange rates (4.32) in terms of relative mean-square
error. It should be added that in differentials the forecast (4.32)–(4.41) is unbiased.

E(
�

Sn+k − Sn+k)= 0. (4.48)

It should be pointed out that during trade sessions and business operations the fi-
nancial data (in particular, exchange rates) are fixed, unlike macroeconomic param-
eters for which this is not typical. In the overwhelming majority of applications the
successive values of the time series are not independent; for example, the presence
of autocorrelation in financial time series is caused by specific features of forming
quotations under the action of numerous internal and external factors [1, 24].

4.4 Information Decision Support Systems in Currency
Operations

4.4.1 Development of Information Model for Decision Support
System in Currency Exchange Operations

The information model is a formalized description and documentation of informa-
tion processes used to make technical decisions underlying the logical structure of
the automated information system controlling currency exchange operations and the
conceptual model of the currency exchange database [29].

The information model of decision making in currency exchange operations has
four main types of information processes:

– information processes related to acquisition, accumulation, and storage of statis-
tical data, called information processes of data acquisition;

– information processes related to analysis and forecasting of statistical data, called
information analytical processes;

– information processes related to recommendations on currency operations by
means of mathematical models for forecasting and correction of currency ex-
change operations; and

– information processes related to solution of various calculation operations (cur-
rent financial operations, making reports, etc.), called calculation information
processes.
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The information system is structured to support decision making on the basis of
certain predetermined rules. Knowledge bases contain logical rules, recommenda-
tions on the basis of which decisions can be made, depending on the situation on the
currency exchange market.

The decision-support information system fulfills the following functions:

(1) Receives information about the state of the market in real time from commu-
nication systems. This function is fulfilled by interfaces supplied by the firm
developing communication systems.

(2) Filters information received from communication systems and stores it in the
database. The list of data to be filtered is defined by the types of transactions
in the framework of which risk management is provided. Every type of transac-
tion has a table of databases containing information on the state of the market
segment at the moments of time when the characteristics of open positions cor-
responding to the type of transaction are revalued [30].

The query to the communication system provides:

• reading of required information by means of the conjugation protocol;
• syntactic analysis of the message structure;
• semantic message control (checking of data reliability according to formal

rules);
• conversion from formats of communicative system to DB management sys-

tem, data storage in DB tables, control of data integrity and consistency;
• operator message about information from the communication system and er-

ror report;
• maintenance of adjustment of protocol parameters.

(3) Enables the decision-maker to input and adjust exchange rate information, and
to choose models to analyze currency exchange rates:

• model of balanced exchange rates;
• model forecasting speculative exchange operations;
• methods of technical analysis;
• collocation model for forecasting the time series of currency exchange rates.

(4) Provides the decision-maker concluding transactions, with information about
characteristics and parameters of transactions to be concluded;

(5) Provides DB storage of information about concluded transactions, and makes
reference-analytical reports on concluded transactions.

A functional schematic of the information system is shown in Fig. 4.3.
There are three types of specialists working with the system:

(1) a system administrator—a technical specialist providing correct system opera-
tion, adjustment of communication protocols, and binding of the types of trans-
actions with formats of communication systems;

(2) an analyst—a specialist determining parameters of transactions types, charac-
teristics of open positions and their restrictions;
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(3) an operator—a specialist directly making transactions offered by the automated
system.

Limitations of characteristics are input data for algorithms of DSS problems. The
quality of decision depends on how precisely limitations of characteristics reflect the
required state of the owner’s assets. That is why the procedure of restrictions is very
important.

4.4.2 IS Software

As a result of rapid development of the FOREX market, a wide range of software-
analytical complexes for traders and analysts has appeared recently. However, cre-
ation of such systems in present-day conditions implies not only software imple-
mentation of a mathematical model or approach to decision making on the currency
exchange market, but also collection of basic data and creation of a reporting system
[5, 6, 31].

The information-analytical system includes the following subsystems: informa-
tion, analytical, and decision support systems (Fig. 4.3). To create the information
subsystem one must first develop a module for data storage, which for the FOREX
market must contain:

1. Numerical values of exchange rates: open and close prices as well as maximal
and minimal prices.

2. Main macroeconomic indicators of the country issuing currency, considered in
details in.

3. State of the trading account and operations made with it. These data are needed
to analyze the efficiency of earlier decisions.

The analytical subsystem which undertakes major transformations of the data
received from the information subsystem consists of software implementation of
mathematical models:

1. An analysis and forecasting of exchange rate behavior (neural networks, math-
ematical methods in economics, technical analysis). To analyze exchange rate
history it is recommended to take values in different periods of the day. This
must be done because FOREX unites four regional markets, each of which has
different demand and supply rates for the same currency and different trading
psychology.

2. An analysis of the main macroeconomic indicators.
3. An analysis of the efficiency of previous decisions.

The decision support subsystem is realized in the form of a visual interface
for the trader, showing the main results of calculations made in the information
and analytical subsystems.

As an example for this task consider the designed program module with the bal-
ancing model. This module enables you to get current exchange rates, to see the
history of exchange rates, and to determine a profit loop (Fig. 4.4).
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Fig. 4.4 A program module of the balancing problem

Fig. 4.5 A program module for time series analysis

To work with the “Analysis of time series” program module it is necessary to
input the number of time series elements, then input series values or load an already
constructed time series (Fig. 4.5).

The information system modeling decision support in currency exchange opera-
tions is closely integrated in the MS Office package, in particular MS Excel and MS
Access. The information model of decision support system for in currency exchange
operations is a tool that provides online access to a variety of data, data analysis, or-
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ganization of reliable multi-variant calculations, and issuing recommendations to
second-level banks for planning currency exchange operations.
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Chapter 5
Methods and Mathematical Models
of Innovation Project Appraisal

5.1 Current Status of Innovation Project Review and Appraisal

5.1.1 Innovation Project as a Subject of Analysis and Appraisal

Any innovation project is a complex system of actions that are interdependent but
are interconnected by resources, time, and performers and are aimed at achieving
specific targets in priority areas of development of science and technology.

Innovation projects are, in effect, long-term investment projects characterized by
a high degree of uncertainty as to their future outcomes and by the need to commit
significant material and financial resources in the course of their implementation.

Uncertainty is inherent to all stages of an innovation project cycle: the initial
phase of developing an idea, when selecting a project, and again when implementing
it. Moreover, it may well happen that novelties that have successfully passed the
testing phase and have found a manufacturing application, are then rejected by the
market and their production must be stopped [1].

Even the most successful innovation projects are not foolproof. At any time of
their life cycle they are vulnerable to the advent of a more promising novelty offered
by a competitor.

It is also quite characteristic of an innovation project—as compared to an in-
vestment project—that modified alternative options can be developed during any
stage of its life cycle. In case of a long-term investment project, only one option
is selected to be implemented, while an innovation project requires that reevalua-
tions and revisions be carried out at every implementation stage using numerous
benchmarks and milestones. In fact, any innovation is characterized by its alterna-
tive nature, uncertainty, and availability of many options at all phases. Therefore it
is quite a challenge to forecast innovation behavior, since this task entails assessing
the integral performance index, projected future competitiveness, and adaptation to
the market.

Practice shows that while 10 projects have been thoroughly vetted and launched,
4 or 5 of them result in total failure, 3 to 4 result in setting up viable companies that
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do not yield any tangible profit, and only 1 or 2 bring really good outcomes. It is
due to the success of such projects that investors—on the average—get a high rate
of return (venture funds, etc.).

As compared to investment projects, innovation projects have the following spe-
cific features:

– Higher uncertainty as to future costs, period of achieving the intended targets, and
future revenues; all these factors affect the accuracy and reliability of preliminary
financial and economic assessments and suggest that additional criteria should be
used for project appraisal and selection;

– When developing an innovation project, the time factor has to be taken into ac-
count to a greater extent;

– Innovation projects have certain advantages as compared to investment projects,
in that they can be terminated without significant financial losses;

– Spin-off results of the research involved in innovation projects can be of commer-
cial value, above and beyond the value of the project itself.

Thus, an innovation project must be considered as a complex of interrelated goals
and objectives, each with an implementation plan, and it is therefore necessary that
a more detailed analysis be carried out of all project stages including operational
management, and that strict control be exercised over its implementation [1, 2].

5.1.2 Existing Methods and Tools of Evaluating Innovation
Projects

A specific feature of innovation processes that result in innovation programs and
projects is that they are characterized by the highest investment risk—risk that fur-
thermore is quite difficult to assess due to the lack of effective assessment methods.

Appraisal of an innovation project is an important and challenging procedure at
the research and development stage; it is a continuous process that implies a possible
suspension or termination of a project at any point of time when new information is
obtained. Thus, ongoing appraisal is one of the procedures for managing the R&D
process. Such appraisal requires a clear, formal foundation including the following
components [1, 3, 4]:

– Identification of factors relevant to the project;
– Assessment of project proposals as per these factors using quantitative informa-

tion or expert reviews;
– Acceptance or rejection of project proposals based on the estimates obtained;
– Identification of areas that require additional information, and allocation of re-

sources needed for obtaining new information;
– Comparison of the new data with the data used in the initial appraisal;
– Assessment of how new variables will affect the project;
– Decision on whether the project will be continued or suspended/terminated.
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Fig. 5.1 Gap-analysis plot

Main factors to be taken into account in the appraisal procedure include:

– Financial results of the project implementation;
– Impact of the project in question on other projects included in the company’s

R&D project portfolio;
– Influence of the project on the economy of an enterprise as a whole, if it is a

success.

In Kazakhstani and foreign practice there are various methods that have been
successfully used to assess innovation projects. Below, four of these assessment
methodologies are described in some detail: gap analysis; SWOT analysis; LIFT
technology audit; and the TAME evaluation system. In addition, various software
products used to aid in assessing innovation projects are also introduced [1].

1. Gap analysis of innovation projects entails measuring the difference between
the current trend in development of a scientific institution or an innovation company
and its potential for development when implementing an innovation project [5].

A key gap-analysis question posed during expert examination of projects can be
formulated as follows: What strategy should a scientific institution or an innovation
company select to focus its activities in implementing the project? Four feasible
strategies are developed on the basis of the gap analysis, and then the most optimal
line of activity is selected to implement an innovation project [1, 5].

The gap analysis implies that a plot is to be built (see Fig. 5.1) using the two most
important variables—money and time [1, 5].

The plot is built to extrapolate the current development trend of a research in-
stitution or innovation company into the future, and thus determine optimization
methods. (In the interests of brevity an innovation company is referred to in the
remainder of this example.)

The main variables of this graphic model are the indicators T and S, which are
the time period and the expected economic effect, respectively.
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Indicator T0 characterizes the current development period of an innovation com-
pany and the line a shows the institution’s strategic development trend, which has
been extrapolated on the basis of the previous-period results of its activities. The
line a reaches the economic effect S0 over the strategic period T1 (T1 is a five-year
period, at a minimum); that is, the period of time when a strategic program of the
project implementation or project portfolio is to be completed [1, 5, 6].

Organizations and companies functioning under the conditions of closed internal
investments and innovations, are destined to operate in a relatively stable market
situation. It would be possible for an innovation company to attain leadership in the
market and to grow only by using investment and innovation tools for accelerating
its activities (in the above plot, these are marked with c, d , e, and f ), which link the
current development trend with the company’s potential growth.

Line b shows what will happen if the project is implemented and investments are
attracted. There are four main areas of investment activity, or investment strategies,
that make it possible to use this opportunity, and that differ in several parameters:

– Expectation period for the benchmark economic effect to be achieved by imple-
menting an innovation project or project portfolio;

– Size of required initial and expected subsequent investments in the project;
– Risk level and likelihood of achieving the strategic goal of an investment (SGI);
– Optimal expected economic effect.

The gap analysis plot illustrates how the four major investment strategies are
placed in this scenario. The investment optimization strategy (shown as c in the
plot): The company places an emphasis on attracting additional investments for im-
proving the technologies available for manufacturing innovation products and ser-
vices [5, 6].

The investment strategy of innovation (shown as d in the plot above): An inno-
vation company invests its own funds or attracts investments to create new technolo-
gies and develop new products or services [5, 6].

The investment strategy of segmentation (shown as e in the plot): An innova-
tion company attracts investments or invests its own resources with the intent to
introduce innovations into new markets [5, 6].

The investment strategy of diversification (shown as f in the plot): The most
expensive and risky way of pursuing the strategy aimed at implementing a project,
in this approach significant funds are invested to expand the project portfolio, the
activities, and the nomenclature of new products and services [5, 6].

When examining projects, gap analysis shows how the strategic innovation ac-
tivity of an innovation company is linked to management functions such as mar-
keting, implementation of technology commercialization projects, production, etc.
This assessment method highlights the fact that the decision-makers in innovation
companies must be highly knowledgeable and experienced, to be equipped to make
priority choices among strategies with the aim of maximizing the potential in a sit-
uation [5, 6].

2. SWOT analysis of innovation projects, and of the companies implementing
them, is a consistent study of the internal condition of an organization, its strengths
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Table 5.1 Sample of a SWOT analysis matrix

A leader in the market of Russian
manufacturers of innovation
technology and products

No own large-scale industrial
production and certification as
per international standards

Opportunities to expand
market outlets to foreign
countries

Closed cycle of R&D provides a
leading position in the market
and gives opportunities to
expand market outlets

Expansion to West European and
USA markets makes projects
cost-effective and attractive for
investors, which gives
opportunities to attract funds for
establishing serial production of
innovative products and their
certification as per requirements
of recipient countries

Strong dependence on
partners, including
foreign ones

Increase in the number of
permanent partners and
establishing strong business
relations with them

In the event innovative products
are to be supplied to foreign
markets, contracts stipulate
product manufacturing,
packaging and marketing in line
with the requirements of the
market outlets

and weaknesses, as well as opportunities and outside threats. The SWOT analysis
is a diagnostic technique on the basis of which a strategy of project appraisal and
monitoring is developed that takes into account strengths and opportunities, com-
pensates for shortcomings, minimizes threats, and mitigates risks [5, 6].

Table 5.1 below is the matrix of the SWOT analysis showing strengths and weak-
nesses, as well as threats and opportunities of a technology commercialization [5, 6].

In the course of the SWOT analysis, a list is compiled of the innovation project
strengths, weaknesses, opportunities, and threats. For example, the following fea-
tures might be listed as strengths of a given innovation project [5–7]:

– Original know-how and technologies used by a project, which are universal and
can form the basis for fabricating a new generation of the product;

– Stable growth of the product market in Kazakhstan and elsewhere with good op-
portunities for further development;

– Company has a team of skilled specialists with experience in doing research and
development work and in new technology commercialization, as well as organi-
zational and operational experience;

– Guaranteed sale of the innovation company’s products;
– Availability of developed sales outlets where the company’s products are mar-

ketable;
– Company’s products are import-substituting, high-quality products, which are as

good as import analogues but more affordable for consumers; and
– Availability of a clear-cut development strategy supported by technologies,

knowledge of the market, and realistic assessment of company’s capabilities.

The following features, meanwhile, might be listed as strengths of a technology
commercialization project:
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– An innovation company does not have its own production capacities and equip-
ment to fabricate innovation products or deliver innovation services;

– The necessity to undergo certification of both the production facilities applying
innovation technology and the end products as per the standards of the countries
to which it is intended to deliver the innovation product.

SWOT analysis results are used to draw up recommendations for developing
marketing strategies of innovation projects [5–7].

3. LIFT methodology and technology audit. The Linking Innovation, Finance,
and Technology methodology was developed within the framework of the 5th Eu-
ropean Commission Framework Programme with the involvement of the INBIS
Corporation (Great Britain) with the purpose of determining whether an innovation
technology can be commercialized or not. The methodology combines technologi-
cal audit and business planning, and can be used as a practical method of selecting
technology commercialization projects for financing. Main elements of the LIFT
methodology have been adapted to the Russian requirements by implementing the
TACIS BISTRO Project: Creating Elements of Interregional Innovation System and
Approbation of the Siberia Innovation Development Model [1, 5–8].

The methodology was evaluated and tested by selecting technology commercial-
ization projects in the Tomsk, Novosibirsk, and Krasnoyarsk Regions. The method-
ology is not qualified to provide comprehensive answers to questions arising in a
technology audit process, but it can give a certain profile of a technology commer-
cialization project [5, 6, 9].

The LIFT methodology entails a technology audit conducted by a team of
three experts specialized in technology commercialization, intellectual property is-
sues, and technology economics. The technology audit procedure consists of three
stages [8]:

– Filling out a questionnaire for a technology commercialization project;
– Experts interviewing design engineers, researchers, and managers of an innova-

tion company; and
– Delivering an expert opinion.

If one organization submits several project proposals, it fills out a separate ques-
tionnaire for each of them. Forms are to be filled out within three working days from
receipt, and returned via e-mail. Experts then draw up questions for the interviews
based on the analysis of questionnaire data. During the interviews, all ambiguities
are to be clarified, and factual or quantitative data are to be supported by documen-
tary evidence [5, 6]. The documentation likely to be requested at the interview stage
might include, for example:

– Project business plans;
– Potential buyers’ opinions of the commercial product (CP) innovation project;
– Documents characterizing the CP market;
– Specifications of the equipment used;
– Curriculum vitae of individuals in charge of project implementation;
– Copies of patents and patent research reports, documentary evidence of CP nov-

elty;
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– All available correspondence between the CP designer and manufacturer.

Duration of all the interviews is two hours for each company. Based on the re-
sults, experts assign scores to each project indicator. The results of a technology
audit are handed over to the applicant on a standardized form [5, 6, 8].

Structure of the LIFT methodology The methodology is developed on the module
principle and consists of sections that make it possible to separately evaluate various
aspects of an innovation project. These sections include [1, 5, 6, 8]:

(1) General information.
(2) Development stage of a technology commercialization project.
(3) Scientific and technical capacity of a project.
(4) Legal treatment of intellectual property and its application strategy.
(5) Human capacity of a project team (organization).
(6) Conformance to international standards.
(7) The level of interrelations and interface of the organization developing a sci-

entific and technical product (STP) and its industrial partner.
(8) Level of organization (team) management and commercial maturity of a

project.
(9) Anticipated effect from implementation of an innovation project.

Assessment of the technology commercialization project is achieved by assign-
ing scores as per the LIFT methodology, using a scoring scale from 1 to 5 for each
indicator. Indicators are subdivided into two groups: 10 indicators of project attrac-
tiveness and 20 indicators assessing project risks.

The score for each indicator can be determined using the project appraisal card,
which shows the criteria for each indicator. It is considered as the expert opinion
jointly agreed on by all experts engaged in the audit. After a score for each indi-
cator is determined, total score will be calculated for indicators belonging to the
project attractiveness group. The maximum score that a project can be given is 50
(10 attractiveness indicators times 5 potential points) [1, 5, 6].

Project risk indicators play a role in calculation of the final score only when
their value equals 2 or 1. When the indicator value is 3 or more, the project can be
qualified as non-risky according to that indicator. However, if the indicator value is
2, then the total score of the project attractiveness group will be reduced by 1; and
if the indicator value is 1, the said value will be reduced by 3.

Thus, a project with the highest total score assigned for attractiveness (50) can
actually receive a negative final score (−10) if all 20 risk indicators are equal to 1. If
the grand total of scores is 40 and over (after deducting the total risk score), then the
project is ranked as a ‘priority one’ and can be launched right away. In the event the
grand total score is in the range from 25 to 40, the project is considered promising
and it needs to be improved. If the grand total score is less than 25, then the project
has much more weakness than strength [1, 5, 6, 9].

Thus, the task was set to design a technique for assessing innovation projects and
tools of information support needed during the assessment process. The task was
further specified in a number of separate aspects:
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– Development of techniques for assessing project innovativeness and competitive-
ness;

– Development of a method to assess feasibility and economic effectiveness of in-
novation projects with due account of their life cycle stages;

– Development of a comprehensive technique for assessing innovation projects
based on such indicators as innovativeness, competitiveness, and current net
value;

– Design a decision support system using the developed methods and models that
support the process of a comprehensive project assessment.

5.2 Development of Methods and Models for Assessing
Innovativeness and Competitiveness of Innovative Projects

5.2.1 The Essence of Innovation and Competitiveness

At the present stage of the global economy one of the key elements of national
economic safety is to ensure “global” competitiveness, which combines competi-
tiveness of business entities at all levels including enterprises, industries, and the
region’s economy as a whole [11].

It is interesting to note that at the micro level, competitiveness can be defined at
the level of households. Here, it entails competitiveness of household members:
able-bodied citizens and their ability to take effective jobs in terms of payment
and working conditions [10]. In an implicit form, this concept is used in the so-
cial population protection system. Authorized state agencies when deciding on the
competitiveness of a particular household, especially for targeted social support,
will inevitably take into account revenue generation potential. In so doing they take
into account age and sex structure of the household, professional and qualification
structure of its able-bodied members, financial assets available, real estate, transport
vehicles, etc.

On a larger scale, overall interpretation of the term “competitiveness” refers to
the ability of the system to achieve and maintain an advantageous position in a
changing environment. This formulation leads to the assumption that to sustain com-
petitiveness in the changing environment, changes in the system—innovations—are
required [11].

Thus, the main function of R&D in current conditions is to determine effec-
tiveness and competitiveness of businesses at all levels, while a competitive envi-
ronment is in turn essential for innovation development. Even the most innovative
companies in the world today see not only opportunities to become leaders, con-
stant motivation to maintain and strengthen the advantages they have achieved—
to their mind increased innovativeness of the industrial sphere is a constant threat
to their own business. The more intense the innovation is and the greater its role
in economic growth, the more seriously key enterprises treat innovation as a phe-
nomenon, employing strategies for further productivity improvement and economic
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growth through the development and use of advanced technology with a policy of
innovation [1, 10].

To achieve competitive advantage, firms must find new ways to compete in their
niche to enter the market in the only possible way: through innovation [1, 5, 10].
Innovations in the broadest sense include use of new materials, introduction of new
technologies, and improving means and methods of production activities. Thus in-
novation equally includes R&D results of production purposes, and results geared
at improving the organizational structure of production. Any innovation activity
requires, above all, investments in various production factors: production infras-
tructure and marketing, training of personnel, and development of their skills and
knowledge in technology, including research developments [1, 11].

The relationship between competitiveness and innovativeness originates from
definitions of these concepts. Competitiveness can be understood as “the ability of
countries or companies to produce goods and services that can compete successfully
on the world market.” In turn, innovativeness can be understood as “introduction of
a new or significantly improved idea, product, service, process, or practice designed
to produce a useful result.” The quality of innovation is determined by the effect of
its commercialization, the level of which can be determined by assessing the com-
petitiveness of products [11].

Thus, there is a certain relationship between competitiveness and innovativeness.
In a certain sense, innovative relations are the result of competitiveness, which en-
ables us to consider competitiveness as a function of innovation: K = f (I) [1, 11].

Therefore, innovativeness and competitiveness are the most meaningful indica-
tors for the innovation project appraisal process.

5.2.2 Innovativeness Criteria for Innovative Projects

Currently, and in spite of the wording proposed above, there is no single, clear defi-
nition of an innovation.

In the wide context, innovation is related to both development of new techniques
and technology transfer. In practice these contribute to the competitiveness of the
product and/or the enterprise as a whole.

With regard to the state’s economy innovation is considered as a consequence
of the traditional market practices, as a consequence of competition in the market
for goods and services. In the economic sphere of activity innovation cannot exist
without the market, since it is inextricably linked with the community’s ability to
generate changes.

According to the conclusions of American economists M. Porter and S. Stern,
criteria for evaluating the intensity of innovation and research at the state level in-
clude [1, 11–13]:

– Number of research staff;
– Volume of investments in R&D;
– Percentage of R&D funded by private industry;
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– Share of R&D performed by the higher education sector;
– Expenditure on higher education;
– Level of intellectual property protection;
– Openness of international competition; and
– GDP per capita.

Enterprise innovativeness is understood as the process associated with the for-
mation and use of innovation and the ability for rapid and effective development of
innovation, creation and implementation of innovations, and perception of innova-
tion to meet the demand [1].

Organization innovativeness is the capacity for constant renewal. An enterprise’s
innovativeness as a quality is based on the ability to master both the technical in-
novations associated with upgrading the technical and technological content of pro-
duction, as well as on social innovation. Effectiveness of technological innovation
depends not only on technical characteristics, but also on a system of arrangements
for the staff to change their set of sustainable behavior patterns to meet technical
and technological requirements of the innovation [13].

From this perspective, social innovations designed to address corporate culture
issues should be focused on innovative type, i.e., rules of conduct to support contin-
uous update processes at an enterprise.

Project innovativeness has to do with the “advanced nature” of technologies and
solutions used, including how relevant their application is for the enterprise, region,
country, etc. [1].

At the project level, we can say that innovativeness is the extent of demand for
innovative products, subject to certain criteria.

To evaluate an innovative project at the R&D stage, the following basic innova-
tiveness criteria are suggested [1, 11]:

(1) Compliance of a project with the priority areas of industrial and innovation
strategy;

(2) Relevance of research and product uniqueness (no analogues);
(3) Scientific originality of the solutions proposed within the project;
(4) Technological level of the project (technology transfer, new technology);
(5) Advantages of the project in comparison with analogues existing in the world;
(6) Economic feasibility of the project;
(7) Cost of the project;
(8) Possibility of tax incentives.

5.2.3 Competitiveness Criteria for Innovative Projects

In the modern world, competitiveness has become one of the main strategic goals
of economic development of regions and countries as a whole. Economic success
mainly depends on determining the degree of competitiveness. As for innovative-
ness, there is still no strict definition of competitiveness.
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A number of different interpretations of the concept of competitiveness can be
found in the literature [11].

According to Porter [13], competitiveness includes:

– First, the ability to create an advantage over competitors, allowing achievement
of goals;

– Second, effective use of such competitive advantages.

At the same time, the authors differentiate between the notions of quality and
value in use based on the assumption that “value in use accumulates all properties
of the product which are related to its ability to meet human needs, while qual-
ity comprises only some part of those properties related to the specified data of a
particular product.”

Various other works [11, 13–16] note the need for regulation of the terminology
used in this area; however, attempts to formulate a definition of competitiveness as
an economic category are reduced to the definition of quality. At the same time,
analysis of the concept under consideration, the results of which are given in this
paper, suggests that this range of issues is beyond the scope of qualimetry. To inves-
tigate competitiveness as a generalized economic issue, the following factors should
be taken into account:

– Most important is a quantitative assessment of economic entities whose competi-
tiveness is under consideration, otherwise assessments of competitiveness will be
entirely subjective;

– There is no universal, commonly accepted concept of competitiveness;
– Main parameters used to determine the level of competitiveness are multilayering,

relativism and specificity;
– Competitiveness is determined by comparing either businesses or their products;
– Comparison of economic entities in the framework of the comparative analysis of

competitiveness must meet requirements of completeness and correctness.

Competitiveness is a property of an entity characterized by the degree of real
or potential satisfaction of specific needs, as compared with the best similar ob-
jects represented in the market. Competitiveness determines the ability to withstand
competition in comparison to similar objects in this market.

Thus, the overall interpretation of “competitiveness” refers to the ability of the
system to achieve and maintain its advantageous position in a changing environment
[11]. This formulation leads to the assumption that in order to be competitive in the
changing environment it is necessary to introduce changes, i.e., innovations, in the
system itself [11].

The leading role of innovation within the structure of competitiveness factors has
been acknowledged by M. Porter who made a significant contribution to the scien-
tific understanding of international competition patterns [13]. According to Porter, it
is companies rather than countries that compete in the international market. Compet-
itiveness on the national level is only one competitiveness factor for the companies
registered in this particular country. Firms achieve competitive advantage by find-
ing new ways to compete in their area of activity and bringing them to the market
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by producing innovations (use of new materials, new technologies, improving the
means and methods of organizing the production activity, etc.).

The study of the conceptual framework of competitiveness has brought us to the
following conclusions [1]:

– Depending on the goals and objectives of a study, the concept of competitiveness
can be discussed at various levels of hierarchy starting with a particular prod-
uct and building to the national economy; there is a strong internal and external
dependence between all levels of competitiveness;

– The national competitiveness indicator is a synthetic indicator, which combines
competitive features of a product, enterprise, or industry and characterizes the
situation in the world market. In the most general sense, national competitiveness
can be defined as the ability of a country to produce goods and services (in the
free competition environment) that meet the requirements of the global market
and the sales of which improve wealth of the country and its individual residents;

– Within the hierarchy of competitiveness concepts, the most fundamental notion is
the competitiveness of products, applied to various types of products (production
and technical end use: consumer products, services, information, etc.);

– Competitiveness is an estimated parameter; therefore, it presupposes the avail-
ability of a subject (who estimates) and an object (which is estimated), as well as
objectives (criteria) of estimation;

– Competitiveness is the key indicator characterizing significance of an object;
– Innovation is the key factor affecting competitiveness;
– Various parameters (criteria) of competitiveness assessment are used when as-

sessing competitiveness of a specific object, depending on the level of its hierar-
chy (product, company, region, country).

Let us consider in more detail the notion of competitiveness as an innovation
project characteristic K = f (I).

Since the outcome of an innovative project is a specific product of certain type
[8] (consumer goods, services, information, etc.) to be assessed by competitiveness
indicators, then in order to achieve this goal it will be necessary to define the com-
ponents of product competitiveness.

Product competitiveness is determined as an aggregate of qualitative and cost
characteristics of a commodity, which make this commodity superior to all other
competing products. An indicator such as marketing performance of a commod-
ity serves as another competitiveness indicator, which means a state of expanded
product characteristics (marketing logistics, service, warranties, advertising, image,
packaging, branding, etc.) [1].

A classification scheme reflecting the performance of a product’s competitive-
ness can be represented as a chain: price–quality–service–marketing environment.
Table 5.2 shows the key characteristics of these indicators.

Thus, product competitiveness is characterized by three groups of indicators:
qualitative, cost, and marketing.

In turn, each group covers a corresponding set of components characterizing each
parameter, represented in the diagram in Fig. 5.2.
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Table 5.2 Key indicators of product competitiveness

Indicators Criteria characteristics

Price Ratio of prices among major competitors. Maturity of price differentiation system
depending on supply and demand, as well competitors’ policy. Attractiveness for
discount system users

Quality Technical and operational characteristics of a product (functionality, reliability,
usability, etc.). Prestige, design, ecological properties of goods

Service Quality of product delivery. Level of trading service. Availability of spare parts and
materials, as well as servicing centers

Marketing
indicators

Level of marketing logistics organization. Effectiveness of promotional activities.
Level of design and packaging intentionality. Level of development of product
branding. Level of warranty service for customers before and after purchase.
Access to purchase using multimedia technologies

Quality of products is a collection of properties that determine its suitability
to meet certain needs in accordance with its purpose. Product quality is revealed
through consumption. While assessing the quality of goods, the consumer links the
usefulness of a product to its value in use [1].

Quality of product includes the following components: intended-use parameters,
ergonomic parameters, aesthetic parameters, and regulatory parameters.

Intended-use parameters characterize the area of application and functions of a
product. They determine the content of beneficial effects, achieved through the use
of this product under the particular environment of a consumer.

Intended-use parameters are further classified into:

– Classification parameters that characterize the products attribution to a certain
class and are used within assessment only at the stage of selecting the application
field for competing products and goods; they serve as a basis for further analy-
sis and are not involved in further calculations (for example: passenger capacity,
consumption velocity);

– Technical performance parameters that characterize progressiveness of technical
solutions used when designing and manufacturing products (e.g., machine pro-
ductivity, accuracy and speed of measuring devices, computer storage capacity).
They can also be used as classification parameters;

– Design parameters that characterize main engineering design options used at the
stage of product design and manufacturing (product composition, structure, size,
and weight); some parameters can also serve the purpose of classification.

Ergonomic parameters characterize products in terms of their compliance with
the properties of a human body while performing labor operations or consum-
ing (hygienic, anthropometric, physiological features, human body characteristics
shown in production and domestic activities).

Aesthetic parameters characterize information significance (expediency of form,
integrity of composition, perfection of production performance, and presentation
stability of product); they model the external perception of the product and reflect
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exactly those of its external properties that are most important to consumers, ranked
in order of importance for a specific type of product [1].

Regulatory parameters characterizing product properties which are regulated by
mandatory rules, standards, and legislation in the target market for this product
(patent clearance parameters, characterizing incorporation of technical solutions in
the product, and products not covered by patents produced in the markets of prospec-
tive sale, ecological parameters, safety parameters with the mandatory requirements
of applicable international and national standards, technical regulations, standards,
legislation set for a particular market).

The group of economic indicators includes cost and market indicators.
Cost indicators include full costs incurred by a consumer (consumption cost) to

purchase and consume the product, as well as product operational costs. Consump-
tion cost is made up of the market value of a product and costs associated with its
operation/use during the entire life cycle.

Marketing indicators characterize the conditions of purchase and use of a prod-
uct in the market, level of activities and measures undertaken to ensure marketing
support for the product (advertising, product image, brand recognition, importance
indicators for the markets where the goods are represented, number of subjects and
their market share, etc.). To analyze the competitiveness of goods, it is required to
determine and compare the structure of marketing indicators for the goods produced
and for products of competitors.

Based on the data available on competitiveness components, the competitiveness
criteria for innovative projects can be schematically presented as follows by com-
bining them into groups of quality and economic indicators (R&D) (Fig. 5.3).

Thus, such set of criteria makes it possible to conduct an initial assessment of an
innovation project.

5.2.4 Method and Graphic Model for Assessing Innovativeness
and Competitiveness of Innovative Projects

Here we propose a method of assessment of innovative projects referred to the sci-
entific, technical, and industrial sector, with a system of target indicators.

In developing the method we used a methodological approach based on expert
assessment of innovation and competitiveness indicators for innovative projects, ac-
companied by a graphic model of project innovativeness and competitiveness as-
sessment [11, 16, 17].

Adequacy of the criteria for the complex index is determined by assigning
weights to each criterion and using an additive–multiplicative method of calcula-
tion [11].

Innovative project assessment, based on the graphic model for assessing project
innovativeness and competitiveness, should be carried out in three stages: (a) select-
ing optimal criteria, (b) determining weight coefficients, and (c) positioning projects
in the matrix.
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Table 5.3 Criteria for innovativeness and competitiveness indicators for innovative project at the
R&D stage

Innovativeness criteria

1. Compliance of project with the priority lines of the industrial and innovation strategy

2. Research novelty and project uniqueness (no analogues)

3. Scientific novelty of the solutions proposed by the project

4. Project technological level (new technology)

5. Project advantages as compared with the existing analogues in the world

6. Economic feasibility of the project

7. Opportunities to undertake future R&D on the basis of this project and new technology

8. Possibility of tax incentives

Competitiveness criteria

1. Availability of markets and opportunities to commercialize the proposed project results

2. Level of competitive advantages of R&D results and opportunities to retain them in the
long-run

3. Consistency with the existing sale outlets (distribution channels)

4. Patentability (possibility to defend the project by using the patent)

5. Availability of proprietary articles

6. Availability of scientific and technical potential of the project

7. Technical feasibility of the project

8. Project costs

9. Degree of project readiness

10. Availability of a team and experience in project implementation

11. Opportunities to involve private capital (investment attractiveness)

12. Scientific and technical level of project

From the perspective of the market, innovative projects are the objects of two
interacting segments: science and business. Therefore, they should be formalized as
two-dimensional objects: innovativeness (I ) and competitiveness (K), where K =
f (I). The main distinctive feature of these indicators is that they are considered
as an assessment of project viability and attractiveness to investors and depend on
numerous criteria. A set of these criteria is presented in Table 5.3 [11].

To calculate these criteria, we propose the following method. The easiest way
to solve this task is related to determination of the average expert values for each
innovativeness and competitiveness criterion. Common values of innovation and
competitiveness criteria are defined as follows [11, 17]:

Ij =
n∑

i=1

wifij ,

n∑

i=1

wi = 1 (5.1)

Kj =
m∑

k=1

wkgkj ,

m∑

k=1

w
k
= 1 (5.2)
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Imin ≤ Ij ≤ Imax,

Kmin ≤Kj ≤Kmax,
(5.3)

where fij is the value of i-th criterion of the j -th object (project) for the innova-
tiveness indicator; wi—value of weighting coefficient of i-th criterion for the inno-
vativeness indicator; n—number of criteria for the innovativeness indicator; gkj—
value of the k-th criterion of j -th object (project) for the competitiveness indicator;
wk—value of weighting coefficient of the k-th factor for the competitiveness indica-
tor; m—number of criteria for the competitiveness indicator; j = 1, J with J being
the number of objects (projects); Imin, Imax, Kmin, Kmax—minimum and maximum
values of the innovativeness and competitiveness indicators [11].

In the graphic model for assessing project innovativeness and competitiveness,
the range of indicators is split into 9 sectors [11, 17].

In this case, in order to position each project, it is required to define I and K

parameters, which are the coordinates of these objects (projects) in the matrix. To
determine the coordinates in the model we use weighted average factors (criteria). It
is recommended that the values for each factor be assessed using the expert approach
(from 1 to 9); in the presence of several experts, the values are averaged [11].

To formalize the criteria rating, expert estimates are the most suitable tool be-
cause they contain a complex of logic, mathematical, and statistical procedures, and
are based on knowledge of professionals [11].

To determine the weighting coefficients for each criterion and their ranking we
used the ranking method.

While ranking, the initial ranks are transformed so that rank 1 turns into n-rank,
and so on, while the rank n turns into rank 1. Totals are calculated by these trans-
formed ranks [1, 11, 17]:

Rj =
∑M

k=1Rjk

M
, (5.4)

where Rj = the sum of the ranks converted across all the experts for j -th factor;
Rjk = converted rank assigned by k-th expert to j -th factor; and M = number of
experts.

Next, the weights of criteria are calculated [1]:

WJ =RJ

/ N∑

J=1

RJ , (5.5)

where WJ is the average weight of criterion across all the experts; N is the number
of criteria.

An important component of the graphic model of assessment of project innova-
tiveness and competitiveness is the matrix of judgments where element values are
based not on accurate measurements, but on subjective judgments (these matrices
are produced by experts). Judgment matrix [1]:

A= (aij ), i, j = 1,2, . . . , J (5.6)

where aij is a number corresponding to the significance of an object (Criteria I

and K).
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Expert “Quality” while completing the judgment matrix is determined through
the conformity relation (OS). OS values 0.5 ≤ OS ≤ 1 are considered acceptable
[30]. For the judgment matrix it is required to find the maximum secular λmax value
and vector of Z eigenvalues, i.e., it is necessary to solve the equation:

A ·Z = Z − λmax (5.7)

Vector Z components are the weight coefficients.
Based on the above, to calculate criteria values the questioning of 22 experts was

undertaken. The questioning process involved scholars from Eastern-Kazakhstan
State Technical University and other Kazakh institutions of higher education, as
well as the specialists of the regional scientific and technological park “Altai,” ex-
perts of “TsvetMet” center, and other representatives of development institutions
and specialists of industrial enterprises. In qualitative terms, the experts were man-
agers, specialists of scientific research, and innovation managers.

The questionnaire was compiled based on the two sets of criteria outlined above.
The total number of questionnaires was 22. The experts were also given the option to
expand the list or eliminate unnecessary criteria from the list presented in Table 5.3
as necessary.

Criteria ranking was quite simple: By assigning the highest ranking to the cri-
terion of the lowest value, in their opinion. Importance (rank) of each criterion is
determined by the average estimated value and the sum of ranks of expert assess-
ments.

Consistency of expert assessments by criteria was verified by calculating the co-
efficients of factor variations [18, 19], which are the analogous to dispersion and
represented in the following formula:

Si = m

m− 1
· (
∑n

j=1 fij )
2 −∑n

j=1
2
fij

(
∑n

j=1 fij )
2

, (5.8)

where Si is the factor variation coefficient; fij is the average value for the total num-
ber of fij—ranks of i-factor, assigned by the j -th expert; m—number of experts;
n—number of criteria.

Since experts come from various entities or groups, there is a need to identify
homogeneity of these groups. To solve this problem across various criteria, derived
from experts, the consistency of their views is determined by using concordance
coefficient. OS concordance coefficient is calculated by using the formula proposed
by Kendall:

OS= 12 · S
m2 · (n3 − n)

, (5.9)

where S—the sum of squared differences (deviations); m—number of experts; n—
number of criteria.

In the case where any expert fails to identify the rating value between several
related factors and assigns the same rank, the concordance coefficient is calculated
by using the following formula [18–20]:

OS= S

1
12m

2(n3 − n)−m
∑m

j=1 Tj
, (5.10)
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where

Tj = 1

12

∑

tj

(tj3 − tj ),

tj is the number of equal ranks in the series j .
The sum of the squared differences (deviations)—S was calculated by using the

following formula:

S =
n∑

i=1

{
m∑

j=1

xij − 1

2
m(n+ 1)

}2

, (5.11)

where xij—the rank of i-factor assigned by j -expert, m—number of experts; n—
number of factors (criteria).

The significance of W coefficients was verified for the level of 0.01 (99 %) by
x2 criterion of x2, minimizing the error of the 2nd type (assuming an incorrect
hypothesis), with α significance level—probably to reject a fair hypothesis (error of
the 1st type) and the number of freedom degrees—f [18]. Statistics value of x2 is
calculated by the formula:

x2 =m · f ·W, (5.12)

where m—number of experts; f—number of freedom degrees—f = k − 1, W—
concordance coefficient.

Provided that the statistical value of x2 exceeds the critical value of x2 with a
significance level α and the number f of degrees of freedom, i.e.:

x2 =m · f ·W > xcr(a;f ),
and the hypothesis on consistency of expert opinions is not rejected.

Specialist experts excluded two criteria from the groups of innovativeness cri-
teria, namely the ability to perform future research and development on the basis
of this project and the new technology, and the potential to use tax incentives. They
also excluded three criteria from the group of competitiveness criteria: clarity of set-
ting goals and project objectives, scope and range of practical use of technologies,
and provision of project with up-to-date level of innovation management (project
management techniques). The criteria selected by experts are presented in Table 5.4
[11].

Table 5.5 shows the values of concordance coefficients across innovativeness and
competitiveness criteria.

The values concordance coefficients obtained for each group of the criteria
(0.69,0.54) indicate agreement (0.5–0.7 = significant correlation) between ratings
of all experts [1, 17].

When analyzing the results of expert assessments of innovativeness criteria,
where m= 22, f = 11, α = 0.01, the value of x2—statistics is as follows:

x2 = 22 · (12− 1) · 0.69= 166.98 > x2
cr (0.01;11)= 24.725.
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Table 5.4 Criteria of innovativeness and competitiveness indicators for selection of innovation
projects

Innovativeness criteria

1. Compliance of project with the priority lines of the industrial and innovation strategy

2. Research novelty and project uniqueness (no analogues)

3. Scientific novelty of the solutions proposed by the project

4. Project technological level (new technology)

5. Project advantages as compared with the existing analogues in the world

6. Economic feasibility of the project

Competitiveness criteria

1. Availability of markets and opportunities to commercialize the proposed project results

2. Level of competitive advantages of R&D results and opportunities to retain them in the
long-run

3. Consistency with the existing sale outlets (distribution channels)

4. Patentability (possibility to defend the project by using the patent)

5. Availability of proprietary articles

6. Availability of scientific and technical potential of the project

7. Technical feasibility of the project

8. Project costs

9. Degree of project readiness

10. Availability of a team and experience in project implementation

11. Opportunities to involve private capital (investment attractiveness)

12. Scientific and technical level of project

Table 5.5 Concordance coefficient values

Indicators Innovativeness criteria Competitiveness criteria

Average sum of ranks −77 −143

Sum of squared difference S 5826 37255

OS-concordance coefficient 0.69 0.54

Sj -variation coefficient 0.84 0.93

Accordingly, the value of x2 statistics of the expert assessments results of competi-
tiveness criteria is as follows:

x2 = 22 · (12− 1) · 0.54= 130.68 > x2
cr (0.01;11)= 24.725

Since the values of x2 statistics exceed the value of x2
cr , therefore, the hypothesis of

expert opinion consistency is not rejected.
The expert evaluation results make it possible to obtain weighting coefficients to

determine positioning of innovative projects in the matrix [11].
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Fig. 5.4 Graphic model for
assessing innovativeness and
competitiveness of innovative
projects

Weights determined at the second stage demonstrate the importance of each cri-
terion. These data indicate that expert evaluations for each group of the criteria differ
by their significance.

For innovativeness indicators these coefficients are the following: 0.228, 0.252,
0.102, 0.105, 0.069, and 0.244. Consequently, the most important criterion is the rel-
evance of research and uniqueness of the project (no analogues); the second one is
the economic feasibility of a project; the third one, compliance of project with prior-
ity lines of the industrial and innovation strategy; the fourth one is the technological
level of a project (technology transfer, new technology); the fifth criterion, scien-
tific novelty of solutions proposed in project; and the sixth one describes project
advantages as compared with existing analogues in the world [11, 17].

For competitiveness indicators, weight coefficient values are as follows: 0.277,
0.119, 0.033, 0.060, 0.067, 0.067, 0.040, 0.037, 0.041, 0.142, 0.057, and 0.061.
Within this group, the criteria are the following: the first one is availability of the
market and opportunities to commercialize the proposed project results; the second,
availability of a team of qualified specialists having experience in project imple-
mentation; the third, level of competitive advantages of R&D results and potential
to retain them in the long-run; the fourth, availability of proprietary articles; and the
fifth criterion is availability of scientific and technological potential, etc. [11, 17].
Thus, graphic model of innovativeness and competitiveness for innovative projects
is as follows (see Fig. 5.4).

The third stage involves positioning of projects within the graphic model of inno-
vativeness and competitiveness of innovative projects. As an example, five projects
have been chosen for further assessment by experts by the criteria of innovativeness
and competitiveness. Tables 5.6 and 5.7 show the assessments of innovativeness and
competitiveness indicators averaged across five experts.

Based on these averaged assessments and weighting coefficients, innovative
projects were positioned in the graphical model for innovativeness and competi-
tiveness of innovative projects. The obtained weights and assessment criteria are
presented in Tables 5.8 and 5.9 [11].
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Table 5.6 Averaged assessments for innovativeness criteria

# Criteria Innovative project

Project
#1

Project
#2

Project
#3

Project
#4

Project
#5

1 Project relevance to the priority areas of the
industrial and innovation strategy

4.40 3.80 3.60 4.60 8.60

2 Research novelty and project uniqueness 3.80 2.80 2.80 3.60 8.40

3 Scientific novelty of the solutions proposed
within the project

3.00 2.40 3.20 3.40 8.80

4 Project technological level (new technology) 3.00 2.00 2.60 3.00 8.40

5 Project advantages as compared to the
analogues existing in the world

2.60 1.80 2.60 2.80 8.20

6 Economic feasibility of the project 3.80 3.80 2.40 3.20 8.60

Table 5.7 Averaged assessments for competitiveness criteria

## Criteria Innovative projects

Project
#1

Project
#2

Project
#3

Project
#4

Project
#5

1 Availability of market and opportunities to
commercialize the proposed project results

3.80 3.20 2.60 3.60 8.00

2 Level of competitive advantages of R&D
results and possibility for their continuous
preservation

3.60 2.20 2.40 3.40 7.80

3 Consistency with the existing distribution
channels

3.80 1.60 2.40 2.80 7.60

4 Patentability (possibility to defend the project
by using the patent)

4.20 2.40 3.00 3.00 7.40

5 Availability of the object of intellectual
property

3.80 2.00 3.20 2.80 8.20

6 Availability of scientific and technical
potential of the project

3.00 2.40 2.60 3.40 7.80

7 Technical feasibility of the project 3.40 2.20 2.60 3.40 7.40

8 Project costs 3.00 3.60 2.20 3.20 8.40

9 Degree of project readiness 3.00 2.60 2.40 3.20 8.00

10 Availability of qualified specialists and
experience in project implementation

3.60 2.80 3.40 4.00 8.40

11 Opportunities to involve private capital
(investment attractiveness)

2.80 2.00 2.60 3.20 8.40

12 Scientific and technical level of project 3.00 1.60 2.80 3.40 6.80

Figure 5.5 demonstrates graphic model for assessment of project innovativeness
and competitiveness. The proposed five projects were positioned according to expert
assessments received.
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Table 5.8 Utility estimate for projects based on the innovativeness indicators

Criteria Criteria
weights

Normalized
estimate of
priority
vector,
Project #1

Normalized
estimate of
priority
vector,
Project #2

Normalized
estimate of
priority
vector,
Project #3

Normalized
estimate of
priority
vector,
Project #4

Normalized
estimate of
priority
vector,
Project #5

(1) Compliance of
project with the
priority directions
of industrial and
innovation strategy

0.228 1.0014 0.8648 0.8193 1.0469 1.9572

(2) Research
novelty and project
uniqueness (no
analogues)

0.252 0.9576 0.7056 0.7056 0.9072 2.1169

(3) Scientific
novelty of the
solutions proposed
within the project

0.102 0.3061 0.2449 0.3265 0.3469 0.8980

(4) Project
technological level
(new technology)

0.105 0.3145 0.2096 0.2725 0.3145 0.8805

(5) Project
advantages as
compared with the
existing
comparables in the
world

0.069 0.1801 0.1247 0.1801 0.1939 0.5680

(6) Economic
feasibility of the
project

0.244 0.9283 0.9283 0.5863 0.7817 2.1008

Total 1 3.6879 3.0779 2.8904 3.5912 8.5213

The resulting matrix allows positioning each innovative project based on the cri-
teria of innovativeness and competitiveness indicators in a certain sector. Matrix
boundaries are the maximum and minimum possible values from 1 to 9, respec-
tively [11, 17].

Thus, three groups are highlighted in this matrix (Fig. 5.5): (1) “leader”; (2) the
“outsider”; and (3) the “border.”

Projects that fall into group of “leaders” have the highest values of innovativeness
and competitiveness indicators as compared with the other two groups; they are the
absolute priority to be implemented at the earliest possible time. Projects that fall
into the three sections in the lower left corner of the matrix (“outsiders”) have low
values based on many criteria. These projects are problematic as they have more
weaknesses than strengths [11, 17].

The three sections located along the main diagonal, going from lower left to
upper right edge of the matrix have the classical name of “border”: these include the
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Table 5.9 Utility estimate for projects based on competitiveness indicators

Criteria Criteria
weights

Normalized
estimate of
priority
vector,
Project #1

Normalized
estimate of
priority
vector,
Project #2

Normalized
estimate of
priority
vector,
Project #3

Normalized
estimate of
priority
vector,
Project #4

Normalized
estimate of
priority
vector,
Project #5

(1) Availability of
market and
opportunities to
commercialize the
proposed project
results

0.277 1.0507 0.8848 0.7189 0.9954 2.2121

(2) Level of
competitive
advantages of
R&D results and
possibility for their
continuous
preservation

0.119 0.4282 0.2617 0.2855 0.4044 0.9277

(3) Consistency
with the existing
distribution
channels

0.033 0.1266 0.0533 0.0800 0.0933 0.2532

(4) Patentability
(opportunities to
defend the project
by using the
patent)

0.060 0.2499 0.1428 0.1785 0.1785 0.4403

(5) Availability of
the object of
intellectual
property

0.067 0.2534 0.1334 0.2134 0.1867 0.5469

(6) Availability of
scientific and
technical potential
of the project

0.067 0.1997 0.1598 0.1731 0.2264 0.5193

(7) Technical
feasibility of the
project

0.040 0.1377 0.0891 0.1053 0.1377 0.2996

(8) Project costs 0.037 0.1118 0.1342 0.0820 0.1193 0.3130

(9) Degree of
project readiness

0.041 0.1235 0.1071 0.0988 0.1318 0.3294

(10) Availability of
qualified
specialists and
experience in
project
implementation

0.142 0.5104 0.3970 0.4821 0.5672 1.1910
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Table 5.9 (Continued)

Criteria Criteria
weights

Normalized
estimate of
priority
vector,
Project #1

Normalized
estimate of
priority
vector,
Project #2

Normalized
estimate of
priority
vector,
Project #3

Normalized
estimate of
priority
vector,
Project #4

Normalized
estimate of
priority
vector,
Project #5

(11) Opportunities
to involve private
capital (investment
attractiveness)

0.057 0.1589 0.1135 0.1475 0.1816 0.4767

(12) Scientific and
technical level of
project

0.061 0.1829 0.0976 0.1707 0.2073 0.4147

Total 1 3.53 2.57 2.74 3.43 7.92

Fig. 5.5 Example of project positioning in graphic model for assessing project innovativeness and
competitiveness

competitive sector (at low attractiveness), attractive (at low competitiveness), and
neutral. These projects are promising and require finalization work [11, 17].
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Fig. 5.6 Main steps in creating innovative products

As a solution, let us select the project whose normalized estimates of priority
vectors by value occupy the “Leader” section. Such an alternative is Project #5,
which according to experts is a priority and ready for implementation.

Project #1 and Project #4 are neutral in the matrix; it is promising, but has some
shortcomings that need to be worked on. Project #2 and Project #3 have low values.

In this way, this method allows prioritizing projects on such key indicators as
innovativeness and competitiveness.

The second stage of project assessment is to determine the economic viability of
the project, the methodology of which is described in the next section.

5.3 Development of Methods and Models for Assessing
Feasibility and Cost-Effectiveness of Innovative Projects

5.3.1 Basic Steps in Designing an Innovative Project

The process of introducing a novelty product into the market is one of the key steps
of any innovative process, which results in an implemented/realized change or inno-
vation. However, when designing an innovation, it will be necessary to go through
certain stages both in the information field and the technological/resource field, all
while continuously monitoring market developments [21–23].

The main steps in creating innovative products are as follows (see Fig. 5.6) [1]:

(1) Monitoring the market situation:

– Undertaking marketing activities in order to assess demand for the new prod-
uct, its anticipated sales and after-sales service; targeted advertising;
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– Understanding market demands for project selection, as well as for innovative
products including their prototyping and legal framework.

(2) Monitoring technology:

– Demand for innovation;
– Idea generation, assessment, and selection;
– Project design and selection;
– Identification of competitive features (cost-performance ratios, economic in-

dicators, and environmental criteria);
– Prototyping/manufacturing a pilot product;
– Market entry and developments stemming from it.

An R&D team or an individual produces an idea in the course of their research.
This idea is then subject to marketing evaluation. Based on the evaluation results,
further development work is conducted and the intellectual property gets patent pro-
tection or, alternatively, the underlying idea can be protected by a patent. Such a pro-
cess requires that a licensing appraiser be involved, either domestic or foreign [1].

Further along in the process, innovation and technology management will require
resources provided either by the government or by a private investor. Then a proto-
type is made and the inventors have to decide whether they reassign the rights or set
up a business of their own. Further choices involve whether to sell the technology
by setting up a joint stock company and entering the securities market or to start
manufacturing and find a niche for innovative commodities in the market.

However, the specific feature of the novelty product market is that intellectual
products are oriented towards specific buyers. Therefore, the existing market rela-
tions dictate how the innovative products should be handled in the market, with the
basic principle being that innovators should not approach the market with their fin-
ished goods, they should instead offer their high-quality services accompanied by
the ability to satisfy the demands of the prospective customers.

Commercialization of innovations is closely related to the concept of intellec-
tual property, which determines the innovators’ rights for protecting results of their
intellectual activity in the form of patents, scientific discoveries, works of art, trade-
marks, etc. [1].

Based on the general market information, it will be required to determine a de-
mand for specific innovations in a given region and assess creativity of the ideas
worked out by research teams. Upon development of a business plan and its ap-
proval by the scientific and technical council of a technological park (university)
and by the economic council, a prototype will be designed and built, for which in-
tellectual property rights can be granted. Further steps include obtaining approvals
by the regional expert council and development of project documentation including
a Feasibility Study for future capacities. Thereafter, an investor and/or governmen-
tal institution should be found who is able to fund the project. At the same time,
a management company should be established [1].

A serious barrier to moving a research product into the market is the procedure
of registration of title for intellectual property, since the market dictates the rules of
the game for intellectual property. Usually, innovators are not rich and cannot afford
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Fig. 5.7 Technological chain of innovations

patenting procedures, and venture funds are not always there to provide the needed
seed money.

Commercialization of innovations is now a worldwide phenomenon that sculpts
a specific market, which is the platform for trading in intellectual products such
as discoveries, inventions, technologies, and technological know-how. Innovations
offering great improvements are the basis for technological breakthrough, and their
promotion can be supported by the government (state orders and favorable legal
regimes). But for the majority of innovations, a market is being formed where the
innovative products are tested for their novelty and efficacy. In addition, the market
participants have opportunities to discuss their commercial potential.

The Republic of Kazakhstan has its own national model of short-term innovative
development, and innovation development patterns have been designed covering
such issues as funding and commercialization of innovative projects.

The JSC National Innovation Fund (NIF) has suggested a pattern in the form of
a consolidated, interconnected chain including all the stages from research right up
to production/manufacturing, but it remains problematic to find financing sources
for the first stage because the NIF provides funding only for the development engi-
neering stage and for fully designed projects.

The innovation development pattern is shown in Fig. 5.7.
The Science Committee provides base financing for fundamental and applied re-

search conducted by R&D institutions and universities. The JSC Science Fund and
JSC National Innovation Fund finance development engineering projects that have
moved to the stage of prototyping. In addition, the NIF specifically states that their
objectives are to provide funding only for basic and detailed engineering stages.
Other development institutions and second-tier banks are oriented at product manu-
facturers, such as small innovation enterprises putting out competitive products and
flexibly responding to changes in the market.
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Fig. 5.8 Innovation project life cycle

5.3.2 Basic Life Cycles of Innovation Projects

The life cycle of an innovation project can be defined as the period of time between
the conception of an idea, which is followed by its dissemination and assimilation,
and up to its practical implementation.

Another way of putting it is that the life cycle of an innovation is a certain period
of time during which the innovation is viable and brings income or other tangible
benefit to a manufacturer/seller of the innovation product [1, 23].

The life cycle of an innovation project defines specific time-dependent patterns
of the development of production, sales, and income generation of a company op-
erating in a certain market; that is, changes in competitiveness of a product in the
market. The life cycle of an innovation, in this case, shows every commodity as a
product has a limited life span, during which it goes through certain stages, i.e., the
development stage followed by introduction, growth, maturity, and decline stages.
Figure 5.8 shows the dynamics in sales volumes and income earning by stage of the
product life cycle [4, 7, 23].

Let us study the specific features of every stage of the innovation life cycle [1, 4,
7, 23].

Innovation onset This stage is extensive and most important in the entire life cycle
of a product. Creation of an innovation is a whole complex of works related to
converting the results of scientific research (both fundamental and applied) into new
products (commodity items), their assimilation in the market, and involvement in
trade transactions [23].
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The complexity here includes creation of the new capacities or adaptation of the
existing capacities to the new product cycle.

Do not forget that sales of initial/pilot batches of the new products (that, is mar-
keting research) also start at this stage and play a key role for involving the innova-
tion in trading activities.

The initial stage of an innovation project is R&D, during which it is necessary to
appraise the likelihood for the project to reach the desired performance [23, 24].

Implementation This stage starts when a product is brought into the market; and
it depends on availability of production facilities, sales opportunities, and price-
output performance. A producer must make efforts to induce customers to choose a
product that is new to them. The marketing strategy at this stage should be aimed at
providing attractive and persuasive information to the prospective customers, which
will help to increase the number of sales outlets. The requirement for this stage is to
project the new commodity prices and production volume [23, 24].

Growth stage When an innovation fits market demand, the sales grow signifi-
cantly, the expenses are reimbursed, and the new product brings profit. Promotion
activities at this stage are quite costly, as the competition grows and the prices re-
main at the same level or even decline somewhat while the demand grows. The
profits go up at this stage because sales promotion expenses account for a bigger
sales volume, while costs of production go down. To make this stage as lengthy as
possible, the following strategy should be chosen [23, 24]:

– Improve the quality of an innovation,
– Find new segments in the market,
– Use new distribution channels,
– Advertise new purchasing incentives, while
– Bringing down the prices.

Maturity stage This stage is usually the most long-lived one and can be repre-
sented by the following phases [23, 24]:

– growth retardation–plateau–decline in demand.

During the maturity stage, the selling race becomes acute and the enterprises
choose self-defensive strategies. It will be possible to extend this stage in time by
modifying:

(1) Markets in the period when a company tries to attract mew customers by

– Developing new market segments,
– New promotion efforts, and by
– Changes in positioning aimed at more attractive segments of the market;

(2) The product per se, when a company attempts to attract new customers who
earlier have preferred the products of other competitors; this is done by improv-
ing the product quality or packaging;
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(3) A set of marketing exercises, by which a company promotes sales by lowering
prices, improving advertising, offering incentives, issuing discount coupons, or
by using cheaper distribution channels.

Decline stage At this stage, we see lower sales volumes and lower effectiveness.
It is unavoidable that the products become obsolete in the course of time and new
products come into the market to replace the old ones; therefore, the demand and
sales volumes go down bringing about a poorer economic performance [23, 24].

In the real situation, as we move along through the product life cycle stages we
anticipate the ageing and obsolescence of our products and a decline in economic
performance. This change is an incentive for us to improve or replace the ageing
product.

Given the above sequence, an innovation life cycle is regarded as the innovation
process [1].

The innovation process can be studied as a multifaceted problem, with the various
facets involving different levels of detail.

First, it can be considered as a parallel and serial consummation of research, tech-
nical and engineering, innovative, and manufacturing activities including marketing
[23, 24].

Second, it can be considered as a time series of an innovation life cycle starting
with the conception of an idea, going through it development stage and up to roll-out
[23, 24].

Third, an innovation process can be considered as the process of funding and
investing in the development of a new product or service. In this case, it will be an
innovation project as a particular case of investment projects, which are widely used
in the business environment [23, 24].

Generally speaking, an innovation process is the process of registering and com-
mercialization of an invention, new technologies, types of products and services,
as well as finding new solutions for production, financial, and administrative issues
that can result from intellectual activities [11, 23, 24]. Principal stages and charac-
teristics of the innovation process are given in Fig. 5.8.

It is a common practice to differentiate between scientific research and research-
and-engineering work, as well experimental (research and development) work
[1, 4, 7].

Scientific work is aimed at getting new knowledge, as well as its dissemination
and application, including the following [24, 25]:

– fundamental research, which means experimental and scientific work aimed at
getting new understanding of the basic laws driving the development of nature
and society;

– applied research is the scientific work aimed at solving practical problems and
getting practical results; and

– research-and-engineering activity, the aim of which is to get and use new knowl-
edge in the area of technological, engineering, economic, social, and humanitar-
ian problems in order to ensure that fundamental and applied science, technology,
and production function as an integrated system [1, 4, 7].
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By experimental development we mean a systematic work that is based on knowl-
edge and understanding acquired in the course of scientific research or based on
practical experience and aimed at supporting human health and welfare, getting new
data, products, and machinery, as well as at introduction of new technologies and
further improvement thereof [1, 4, 7, 23].

Fundamental research (Stage I) is conducted by academic institutions, univer-
sities, and other types of higher educational institutions, as well as by specialized
schools and laboratories. Funding is usually provided by the governmental budget
on a non-reimbursable basis [4].

Applied research (Stage II) is conducted by research institutions, with funding
provided either by the governmental budget (state research programs or on a com-
petitive basis) or by customers, or both. As it is difficult to foresee whether the result
of an applied research project will be negative or positive, the probability of getting
a negative result is quite high. Therefore, this is the stage where the investors are
likely to lose their money, and such investments are termed ‘risk investments.’ Only
venture funds dare to invest into such businesses [1, 4, 7].

R&D (development engineering) and prototyping work (Stage III) is conducted
by specialized laboratories, as well as by design engineering bureaus, pilot-line pro-
duction facilities, and research-and-production departments of major industrial en-
terprises. Funding sources are the same as for Stage II, with co-funding provided by
the above entities [1, 4, 23–25].

The fourth stage is the commercialization stage, which covers product output and
introduction to the market, including further stages of the product life cycle.

At the interface between the third stage and entry to the market, as a rule, there is
a need for substantial investments for building new production capacities or modern-
izing the existing ones, personnel training, advertising, etc. At this period of time, it
is not yet clear how the market will respond to the innovative product and the risk
of its rejection is quite high; therefore, the investments continue to be risky.

Use of all types of resources is non-uniform during the entire period of R&D
project implementation; it depends on the type of work performed. Financial re-
sources used in the course of implementing such programs were shown earlier in
Fig. 5.4 here cumulative cash expenditures are plotted for an R&D project. If a
need arises to cut the implementation period of an R&D project, then quite tangible
additional resources will be required. In the event such resources cannot be made
available, the R&D project implementation may be suspended at any stage of the
R&D process [1, 4, 7, 24].

Attraction of investments is the final stage of an innovation process. Investments
are needed for expanding production capacities, marketing development, and creat-
ing a business environment necessary for getting returns on investment.

The stages of an innovation process correlate with the stages of the investment
project cycle. An investment cycle can be defined as the period of time between the
conception of an investment idea and up to attainment of the set goals [1, 26–28].
An investment cycle can be subdivided into three interrelated phases, namely: pre-
investment phase, investment phase, and operation phase (Fig. 5.9). Each phase is
linked to corresponding stages of the innovation project (concept formation, plan-
ning, implementation).
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Fig. 5.9 Financial profile of an R&D project

The pre-investment phase includes such steps as setting targets for the investment
project, appraisal of investment opportunities, and working out the project rationale.
A conceptual project design (idea, concept, or vision) must be formulated prior to
setting strategic goals and objectives for the project. A vision of the future depends
on the investment policy of the country, region, sector of the economy, and the com-
pany. When formulating the idea for a large-scale investment project, it is necessary
to correlate the project vision with the strategic goals of the country [1, 26–28].

To draw up the project rationale, it will be necessary to work out the project de-
sign options and carry out an environmental analysis and patent examination for the
identified options, as well as to run checks for innovativeness and compliance with
law and certification requirements. The front-end review of investment opportuni-
ties helps to understand whether it is worthwhile to invest in the proposed project.
Therefore, it is advisable to study the information available on internal and external
factors. The key external factors of an investment project are the ones that affect the
investment activities of the country, region, sector of the economy, and the company,
as well as diversification opportunities and intersectoral cooperation opportunities.
The internal factors include financial standing of the investment project participants;
potential investment volumes and anticipated investment efficiency; project imple-
mentation feasibility; viable policy decision options; and examination of project
alternatives in order to identify their effectiveness, safety level (e.g., environmental
safety) and risk level [1, 26–28].

The following issues should be dealt with during the investment phase of a
project: project documentation development, project peer review, and project ap-
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proval. Project documentation includes approved permits for civic construction, ex-
pansion, and modernization of a facility; investment options rationale; and design
assignment. Project documentation must include the sections listed below:

– An executive summary (covering the design basis for a project);
– Process design (work program, system of production ties, equipment to be used,

environmental management plan, ratio of labor to output, mechanization and au-
tomation of production processes);

– Economic activity management system (organizational structure, staffing level
and personnel qualification requirements, working conditions and safety require-
ments);

– General layout and engineering infrastructure (construction site description; en-
gineering infrastructure options showing layout of railroads, motor roads, access
roads, communication lines, etc.; and surrounding area development plan);

– Construction arrangements;
– Environmental protection;
– Cost estimate documentation (construction cost estimates for two levels of prices:

baseline (constant) price level and projected/anticipated price level); and
– Investment effectiveness.

The estimates for production facilities include construction project costs, unit
capital investments, fixed assets cost, net profit, level of profitability, internal rate
of return, investment pay-back period, and maturity term of loans and other bor-
rowings. When estimating the investment effects, it will be required to compare the
collected data and calculations with cost-performance ratios included in the invest-
ment rationale section. Depending on the expert examination results, a decision is
made as to whether it is worthwhile to invest money in the proposed project. The
final step in the second phase (investment phase) of an investment cycle is getting
the project approved. The project approval procedure depends on the project fund-
ing sources. If an investment project is to be implemented at the regional level, then
governmental authorities of the regional and national level will be involved in the
approval procedure. If a project is to be funded by private investors (using their own
capital or borrowed money), then the project approval procedure will conform to the
requirements of their customers (or investors) [1, 23, 26–28].

The third phase of an investment cycle is the operation phase. It includes pre-
production activities, production operations, and post-production activities. Pre-
production activities are determined by the structure of an investment cycle. Produc-
tion operations include production and economic performance monitoring. Moni-
toring results shows whether the targeted performance indicators are achieved or
not. Such indicators include production output volume and quality level, revenue on
capital employed, increased life cycle duration of a project by upgrading the pro-
duction capacities, and product improvements. Post-production activities include
product promotion systems and finished product sales, as well as after-sale services
[16, 21].

Thus, the life cycle concept plays a fundamental role in planning the innovative
product manufacturing process, in setting business arrangements for an innovation
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process, as well as during project design and evaluation stages. This role can be
itemized in a series of statements [23]:

– The innovation life cycle concept forces a company CEO to regularly review
functioning of the business, from the point of view of both the company’s current
performance and its future development;

– The innovation life cycle concept justifies the need for planning innovation prod-
uct output and for acquiring innovations;

– The innovation life cycle concept is the basis for innovation analysis and plan-
ning. The innovation analysis makes it possible to understand the current stage of
the innovation life cycle, what its prospects are for the short-run, when a sharp
decline can be anticipated, and when it will stop existing;

– The innovation life cycle concept determines prospects for further implementa-
tion of the project; that is, an innovation project can be viable only if it goes
through the complete life cycle.

5.3.3 The Method and Graphic Model for Assessing Feasibility
and Economic Effects of Innovation Projects

The life cycle of an innovative project is linked to cash flows resulting from imple-
mentation of the project.

Cash flow (or flow of funds) arises as a result of implementation of an innovation
project.

Estimation of anticipated cash flows is an extremely significant stage of the in-
novation project analysis, whereby we estimate and compare the amounts to be in-
vested and paid back [25].

Since the indicators to be compared refer to different time periods, their com-
parability becomes a key problem. It can be perceived differently depending on the
existing objective and subjective criteria such as inflation rate, size of investments
and generated income, forecasting horizon, skill of the analyst, etc. [25].

It is helpful to have visual aides when analyzing projects, like the cash flow
diagram shown below in Fig. 5.10 [25].

In general, an innovation project P can be described by the following model
[29, 30]:

P = {Ii, St , n, r}, (5.13)

where Ii stands for investments in the year i −m; and i = 1,2, . . . ,m (most com-
monly, m = 1), St is the cash inflow (outflow) per year t ; t = 1,2, . . . , n; n is the
project duration, and r is the discount rate.

When analyzing investment projects, a number of things need to be taken into
account [25, 29, 30]:

– Any investment project implies a series of cash flows, the components of which
are either net outflows or net inflows of cash; sometimes, the analysis uses a series
of projected net annual profit values rather than cash flows;
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Fig. 5.10 Graphic representation of cash flow

– Most commonly, the analysis is done on a year-on-year basis, though any period
can be taken as the base unit (e.g., month or quarter). It is just necessary to connect
cash flow components with the interest rate and duration of the period;

– An assumption is made that a lump sum is invested at the end of the year pre-
ceding the first income-generating year of the project (investments can be made
during a number of subsequent years);

– Cash inflow/outflow will be estimated as of the end of each project year.

Cost methods to estimate effectiveness of innovation projects can be classified
into two groups depending on whether the time parameter is accounted for or not
[1, 25, 29–31].

I. Methods based on discounted estimates [25]:

(1) Net present value (NPV) method of project evaluation;
(2) Profitability index (PI) method to estimate investment profitability;
(3) Internal rate of return (IRR); and
(4) Discounted payback period (DPP).

II. Methods based on accounting estimates [25]:

(5) Payback period (PB).
(6) Return on investment (ROI);
(7) Accounting rate of return (ARR) or investment effectiveness ratio.

Let us discuss the above methods in more detail.
I. Methods based on discounted estimates [25]:
(1) The net present value (NPV) method compares the value of initial investment

(I0) with the aggregate sum of discounted net cash inflows generated during the
forecasting period [25]:

NPV =
n∑

t=1

St

(1+ r)t
− I0, (5.14)

where St is the net cash flow (the amount of cash, inflow minus outflow) at time t
(inflow (“+”), outflow (“−”), unit of money; n is the project implementation period
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(forecasting horizon), years; r is the discount rate (relative units); I0 = S0 is the
initial investment, 1

(1+r)t is the discount coefficient (discount factor).
NPV should be understood as the project’s economic effect normalized to the

project launch time. A project may be accepted for implementation if its NPV > 0
[25, 29–31].

If it is anticipated that investments will be made over the course of m years, rather
than as a lump sum, then the NPV calculation formula will look like this:

NPV =
n∑

t=1

St

(1+ r)t
−

n∑

t=1

It

(1+ r)t
. (5.15)

(2) The profitability index (PI) method is applied to estimate net profitability of
investments (5.16). The profitability index helps to select a project out of several
alternative ones [25].

PI =
∑n

t=1 St (1+ r)−t

I0
, (5.16)

where PI is a relative index that allows us to quantify the amount of value created
per unit of investment; that is, to find economic effectiveness of investments.

The best proposed project out of several alternatives is the one with PI →max. In
the above formula (5.16), the numerator is the net present value plus the investment
value (initial investment) [25, 29, 31].

(3) The Internal Rate of Return (IRR) method uses the discounted cost concept.
It is a tool to find the discount rate level such that the present value of the proposed
project earnings will be equal to the present value of required cash investments. In
other words, IRR is the discount factor value such that NPV = 0 [25].

To determine the internal rate of return R, we solve the following equation for R
[25]:

n∑

t=1

St (1+R)−t − I0 = 0. (5.17)

The iteration method is used to solve the equation. A project may be accepted
if IRR is equal to or exceeds the existing discount rate (which is used to calculate
NPV) [25, 29–31].

IRR can also be calculated by the iteration technique using discount rates. For
this purpose, two discount rates r1 < r2 will be chosen from the tables, such that the
function NPV = f (r) in the interval (r1, r2) would change its value from ‘+’ to ‘−’
or from ‘−’ to ‘+’. Then the following formula is used [25]:

IRR= r1 + f (r1)

f (r1)− f (r2)
· (r2 − r1), (5.18)

where r1 is the tabulated discount rate value such that f (r1) > 0; (f (r1) < 0); r2 is
the tabulated discount rate value such that f (r2) < 0; (f (r2) > 0).

Computational accuracy is inversely proportional to the (r1, r2) interval length;
and, based on the tabulated values, we get the best approximation when the interval
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length is 1 %; that is, when r1, r2 are the nearest neighbors satisfying the preset
conditions (may be changing y = f (r) from positive to negative) [25].

When analyzing effectiveness of the proposed investment, we calculate IRR to
determine the anticipated profitability of the proposed project and the maximum
acceptable relative level of expenditures on the project. The IRR value shows an
acceptable ceiling for the interest rate (cost of capital). If this ceiling is exceeded,
the proposed project will be creating loss. Average weighted cost of capital can be
used as a comparison test provided that a company uses more than one financing
source for its investment project [1, 25, 29, 31].

(4) The Payback Period (PP) method is one of the simplest and most commonly
used methods of investment estimation [1, 25, 29].

Payback period is the amount of time taken to break even on an investment.
If it is projected that an investment project’s cash flow will be constant during

several years, then:

PB= I0

St
(years), (5.19)

where I0 is the initial investment; St is the year-on-year cash flow.
If it is anticipated that the earnings flow will change from year to year, then it

will be necessary to put together a cash flow balance (cumulative cash flow). The
formula below is used to calculate a payback period [25]:

PB= |Pk−|
|Pk−| + Pk+

, (5.20)

where |Pk−| is the negative balance of the accumulated cash flow at the step prior
to the break-even point; Pk+ is the positive balance of the accumulated cash flow at
the step right after the break-even point.

(5) Discounted break-even period is the period of time for the present value to
turn from negative to positive [25]. This method gives us the break-even point of
the project. The sum

∑n
t=1 St

1
(1+r)t ≥ I0 of discounted cash flows will be calcu-

lated [25].
Further calculations will be similar to calculating a normal payback period. If the

discounts are made, the payback period will increase, meaning that a project accept-
able by the payback period criteria may be not acceptable if we use the discounted
payback period.

(6) Return of Investment (ROI) method. In this method, the year-to year profit
(before or after tax) is compared with the initial investment [1, 25, 29–31].

ROI = St

I0
, (5.21)

where I0 is the initial investment;
St is the year-to-year cash flow, being the difference between income and expen-

ditures during the period t .
(7) Accounting Rate of Return (ARR) method [25, 29–31].
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This method is used by managers as an indicator of the operation’s effectiveness.
The most general form of it is as follows

ARR= Average book profit

Average capital expenditures
, (5.22)

where average book profit is the average annual after-tax profit during the entire
period of project implementation and average capital expenditures are the expendi-
tures assigned to the entire period of project implementation.

It is very important for an investor to understand whether it is worthwhile to
invest or not. Therefore, investors should not rely on only one of the above methods.
It would be wiser to make a decision having conducted analyses using all the above
methods and analyzing discrepancies arising from their ranking orders.

It is a universal belief that the NPV method is the most reliable. However, a
situation is possible where the NPV method gives results for a number of projects
that are very close in value. Then the need arises to use other methods.

The concept of feasibility of an innovation project is very important. It implies
availability of financial, research, engineering, technological, production, as well as
institutional and managerial resources available for the task of handling innovation
projects over their entire life cycle.

The entire life cycle of an innovation project depends on the flow of funds that
can be positive (inflow) or negative (outflow). Their interdependence is key for de-
termining whether a proposed project (or stages thereof) is viable or not [1].

The project efficiency criterion at the i-th stage is the actual cash flow St , which is
the difference between the incoming cash Πt and outgoing cash Ot at every period
of project implementation [25, 29]:

St = [Πt1 −Ot1] + [Πt2 −Ot2] = St + S′t . (5.23)

The implementation period of the i-th investment project has been subdivided
into arbitrary sub-intervals �t (day, week, month, quarter, year); and each of them
has been assigned its sequential number t0i , t0i + 1, t0i + 2, t0i + n.

We shall represent the results of the proposed project appraisal as Πt − Et , t ∈
[t0i , t0i + n]t , where Πt is the incoming flow generated in the course of implement-
ing an innovation project (as per the above sub-intervals t = t0i , t0i + 1, . . . , t0i +n)
and Et means outlays of the i-th innovation project.

Thus, the aggregate costs Ot = It +Et , t ∈ [t0i , t0i + n] are subdivided into the
investment costs It and additional current costs/expenditures Et .

From this point, the i-th project implementation results will be interpreted as the
current year results (net cash returns) St . Therefore, St =Πt −Et .

Figure 5.11 shows the accumulated net cash inflow over the entire period of
project implementation, where St is the maximum cash outflow of investments over
the period t0i+n and S′t is the maximum cash inflow of the net profit over the periods
t0i+n′ ; while PB/DPB is the proposed project break-even point (here, PB means a
payback period and DPB, a discounted payback period).

An important tool for making decisions on an investment project is the net present
value (NPV) method, which can be applied starting the time t0i and up to the end of
a project period.
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Fig. 5.11 Graphic model of an innovation project’s feasibility and economic effect

The formula is as follows:

NPV i (τ )=−
t0i+ni∑

t=t0i

It

(1+ r)τ−t
+

T∑

t=t0i

St

(1+ r)τ−t
. (5.24)

This characteristic shows how a modification of the investment program (char-
acterized by the i-th project with the expenditure level It within the interval
[t0i , t0i + n]) affects the net cash inflow (designated as St ) from the time t0i to the
end of the projected period n.

Hence, the above index gives an estimate of both current and future proceeds at
any given time t ∈ [t0, n], which are earned in the course of the project implemen-
tation.

But if we want to know the financial performance that has been achieved by
the time τ without considering any further proceeds, then we can use a modified
formula:

˜NPV i (τ )=−
τ∑

t=t0i

It

(1+ r)τ−tj
+

τ∑

t=t0i

St

(1+ r)τ−t
. (5.25)

This estimate can be helpful for a day-to-day control of the chosen investment
option/scenario.

Thus, the NPV i (τ ) characterizes a discounted effect (with the discount rate be-
ing r) of an investment decision made at the time τ .

Let us consider other performance parameters of an innovation project.
The discounted PI can be described by the formula:

PI|t0i =
∑n

t=t0i
St

(1+r)t−t0i
∑t0i+nj

t=t0i
Tt

(1+r)t−t0i
. (5.26)
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Fig. 5.12 Plotted economic effectiveness of a proposed innovation project

The above indicator (in the discounted form) characterizes how each unit of the
invested funds works in the interval [t0i , t0i+n] of a given component of the innova-
tion project and how it affects the future developments (St , t ∈ [t0i , T ]) as compared
to the case where the i-th step is not implemented. If the resulting PI|t0i > 1, then
the proposed project may be accepted.

The standard project appraisal method allows us to determine the end effect of
an investment project only during the final stage of its implementation.

When formulating an investment program, a decision-making process is not lim-
ited to selection of efficient projects, but implies a holistic approach that covers the
role of the selected projects in achieving overall strategic objectives and requires
that appraisal and evaluation techniques be improved.

Therefore, the following profitability index calculation procedure is suggested:

PI(t)=
∑t

τ=t0i
Sτ

(1+r)1−τ
Iτ

(1+r)1−τ
, t ∈ [t0i , n]. (5.27)

Based on the above estimates, we can build a time profile of payback/return per
each unit of funds Iτ invested into the project (Fig. 5.12).

Hence, we can determine the project performance (payback/return per each unit
of invested funds) at every stage of its life cycle. The results are shown in Fig. 5.13.

This method characterizes the changes in payback on investments within the in-
terval [t0i , t0i + PBi], where the discounted outflows are higher than discounted in-
flows, and within the final interval [t0i + PBi , T ], where the financial performance
targets have been attained.

Thus, the following things are to be determined:
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Fig. 5.13 Three-dimensional
Cartesian system of
coordinates

– Time profile;
– Time values of return on investment;
– Comparison of several investment proposals and choice of the most competitive

ones.

Figure 5.12 shows the time t0i + ni (for a certain ni ) when the financial perfor-
mance reaches the targeted level of PI|t0i as per the formula (5.15).

The entire system of the project performance indicators is given in terms of the
project scale, returns per an investment unit PIi (t), payback time PBi , and achieve-
ment of the investment goals Ti , as well as investment costs given their distribution
in time It .

All the above indicators are calculated as time values. If a need arises to estimate
undiscounted values, the discount rate r is set equal to zero.

The above formulae can be used to analyze individual projects in more detail, as
well as to update investment programs and improve their performance parameters if
there are additional managerial (investment) resources.

Further development of the proposed approach makes it possible to modify and
refine financial and economic estimates of the future financial and economic perfor-
mance parameters of a corporation.

To further improve the analysis and make it more comprehensive, it will be
worthwhile to include such aspects as effectiveness of investment decisions.

This is the rate of return on investment or internal rate of return (IRR). The inter-
nal rate of return is computed by finding the discount rate r that equates the present
value of a project’s cash outflow with the present value of its cash inflow. A project
will be effective if the IRR is equal to or more than the rate of earnings desired by
the investor.

IRR can be thought of as the rate of growth a project is expected to generate,
or the rate of earnings that an invested capital It can bring in terms of inflows St ,
t ∈ [t0i , n].

However, it can be technically challenging to calculate the IRR and the results ob-
tained can be misinterpreted. Therefore, more accurate recommendations are needed
for carrying out computations.

First, we need to have a good estimate for the life cycle (denoted as n in the
above) of an i-th innovation project.
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It should be noted that if an i-th project continues to perform well beyond the
period [t0i + n], it can result in lower estimated IRRi as compared with the actual
one.

On the other hand, an overestimated n will result in the situation where actual
growth of the i-th investment option can be zero beyond the period n; therefore,
the estimated IRRi will be low (the requirement IRR > d will not be met) and the
project may be rejected.

As is known, IRRi value is determined as the root of the equation:

t0i+ni∑

t=t0i

Iτ

(1+ r)τ−ti
=

t0i+ni∑

t=t0i

St

(1+ r)t−t0i
, (5.28)

where IRR= r .
Note that IRRi is the discount level such that the payback time of an investment

project equals n; that is, DPBi = ni .
Thus, the internal rate of return of an investment is the discount rate at which

the net present value of costs (negative cash flows) of the investment equals the net
present value of the benefits (positive cash flows) of the investment [32].

This value, in a sense, characterizes the investment growth rate because its com-
putation result for a bank deposit equals the interest rate. However, as stated else-
where, IRR is usually used for ranking proposed projects, rather than forecasting
actual returns [1, 32].

The same can be said about effective use of capital borrowed for implementing a
proposed investment project. In the event the interest rate is lower than the estimated
IRR, then there may be no profit on the invested capital. Such a situation is also
described in the policy advice.

Despite the above limitations, IRR is widely used in the analysis of investment
opportunities as a coarse estimate of the capital growth rate, which helps to rank var-
ious investment project proposals. In addition, it can help to understand the ‘struc-
ture of involvement’ of the available ‘disposable capital’ and to decide whether it
will be worthwhile to borrow.

Figure 5.12 shows the payback period of a project with the time values taken into
consideration.

Thus, we have identified four basic indicators for appraising investment projects:
Net Present Value (NPV) to characterize the scale of an investment activity; Prof-
itability Index (PI) to characterize the yield per unit of a proposed investment with a
possibility to include actual performance adjustments (PIi (τ )); IRR, which charac-
terizes capital growth rate; and (PBi ), which shows the payback period on a project.

These four indicators can be used for a comprehensive appraisal of an innovation
project.

The time value of an investment can be described by the formula:

Ii0 =
t0i+ni∑

t=t0i

It

(1+ r)t−t0i
. (5.29)
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Therefore, we can calculate the corresponding values (based on the above) since:

PIi = NPV

I0
+ 1. (5.30)

Therefore, the targeted NPV i , PIi , and IRRi will be attained by t0i + ni .
A more comprehensive method should be used at the final project appraisal stage.

It is described in the following section.

5.3.4 Method and Graphic Model for Innovation Project
Evaluation

Having applied the two above methods, it is considered practical to appraise and
compare alternative projects with a more comprehensive technique, which is based
on determining vector lengths in the Cartesian system.

The 3D Cartesian coordinate system has three mutually perpendicular axes Ox ,
Oy , and Oz with the common zero point O and preset scale. Let V be an arbi-
trary point and Vx , Vy , and Vz be its Ox , Oy , and Oz components (Fig. 5.13). The
coordinates of points Vx , Vy , Vz will be denoted as xV , yV , zV , respectively; that
is, Vx(xV ), Vy(yV ), and Vz(zV ). Thus, the point V has the following coordinates:
V = (xV ;yV ; zV ).

Then the length of vector OV will be calculated by the formula:

|V | =
√

x2 + y2 + z2. (5.31)

Thus, the comprehensive method can be used to appraise an innovation project
by determining the vector length in a 3D coordinate system (x, y, z), where x is
the project innovativeness (I ), y is the project competitiveness (K), and z is the
net present value (NPV). The values I , K , and NPV are specified both in the in-
novativeness and competitiveness assessment method and in the economic benefit
evaluation method.

The scales for I and K axes have been normalized to conventional standard units
with due account for their commensurability and comparability. The scales for I
and K axes are given as dimensionless values with a 9-point scoring system making
it possible to classify projects into 3 groups, namely: “outsiders,” “marginal,” and
“leaders.” The NPV axis has also been normalized to the conventional standard
system (with the score from 0 to 9 points). This approach allows us to classify
projects into groups based on their profitability and move to the dimensionless unit
of measurements.

Monetary units have also been expressed in dimensionless units by assuming that
a 10 billion dollar project has its NPV equal to 3 conventional units, the NPV of a
20 billion dollar project will be 6 units, and that of a 30 billion dollar project will
equal 9 units. If and when needed, this proportion may be changed as a function of
resulting NPV values.
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Fig. 5.14 Innovation project appraisal stages

The vector length for Project #5 will be as follows:

|V | =
√
I 2 +K2 +NPV2 =

√
8.52 + 7.92 + 3.752 = 12.2.

The maximum vector length is 15.59, on the basis of the following expression:

|V | =
√
I 2 +K2 +NPV2 =

√
92 + 92 + 92 = 15.59.

Based on the two-stage examination of the project, we can define the project vec-
tor length. This method can prove to be effective when ranking alternative projects.
The longer the vector, the more preferable the project is.

Thus, to understand whether an innovation project is feasible or not, the project
must go through several stages of examination, which are shown in Fig. 5.14.

The above algorithm has scope for improving the existing procedures of project
review for both commercial and strategic goals.

5.3.5 Research into the Methods and Models on Innovation
Project Evaluation

The methods proposed in this book were developed based on five projects being
the product of the East Kazakhstan R&D company Altai. Let us consider how the
proposed methods can be applied.

(1) The first step in innovation project evaluation is project examination using
the innovativeness and competitiveness criteria.

Table 5.10 give the results of expert examination using the innovativeness and
competitiveness criteria.

The graphic model of the project innovativeness and competitiveness evaluation
is given in Fig. 5.15 and shows how the innovation projects are positioned based on
the expert examinations.

It follows from the obtained positioning that, judging by the normalized priority
vectors, Project #5 has been classified in the “leader” group, which means that it is a
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Table 5.10 Average scores
assigned by experts based on
the innovativeness and
competitiveness criteria

Innovative project Competitiveness Innovativeness

Project #1 3.7 3.5

Project #2 3.1 2.6

Project #3 2.9 2.7

Project #4 3.6 3.4

Project #5 8.5 7.9

Fig. 5.15 A sample of project positioning based on the graphic model of evaluating innovativeness
and competitiveness of a project

priority project and can be implemented. Project #1 and Project #4 are in the “neu-
tral” group meaning that it should be further engineered and finalized. Project #2
and Project #3 are “outsiders” in this matrix.

Project #5 moves to the next stage of estimation.
(2) The second stage of the project examination procedure is the economic effect

analysis of a project using project life cycles.
Financial performance of Project #5 is given in Tables 5.11 and 5.12. To compute

the project effectiveness indices, we have used the KZT discount rate of 11.29 %.
Net cash flows during the total 16 periods of project implementation (by year)

are given in Fig. 5.16.
As follows from Fig. 5.16, the project NPV for the total life of the project is

12,506,094,589.24. The NPV obtained for each period can be used to compare in-
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Table 5.12 Experimental data for Project #5

Performance indicator Indicator values by projected interval (year)

6

Net income 2,354,354,757.49

Net income balance 32,207,976,848.70

Discount rate (11.29 %) 0.180593336

Time value of net income balance 425,180,780.61

Time value of net income balance 12,506,094,589.24

vestment proposals having different life spans and choose the most effective ones
from the point of view of the financial and economic analysis goals.

The project payback period happens to be within the second year. Formula (5.8)
will be used to find a more accurate estimate of the payback period.

PB= |Pk−|
|Pk−| + Pk+

= −767,205,199.00

(−767,205,199.00+ 1,729,911,420.78)
= 0.80

Thus, the more accurate estimate gives the payback period of 1.8 years.
Now we calculate the payback period with the account of discounted cash flows:

PB= |Pk−|
|Pk−| + Pk+

= −619,476,179.11

(−619,476,179.11+ 1,192,157,550.43)
= 1.08

Then the project discounter payback period will be 2.08 years.
Now, let us take NPV, another project performance indicator. As follows from

Fig. 5.17, its value is quite high (KZT12,506,094,589.24).

Fig. 5.16 A sample of project implementation as represented by the graphic model of feasibility
and cost effectiveness of an innovation project
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Fig. 5.17 Graphic model of
the comprehensive evaluation
of innovation projects

Table 5.13 Main indicators
of the project’s economic
effect

Indicator KZT

Discount rate, % 11.29

Payback period (PB), months 22

Discounted payback period (DPB), months 25

NPV 12,506,094,589.24

Profitability index (PI) 21.42

IRR (%) 320.25

Formula (5.16) will be used to compute the project profitability index.

PI =
∑n

t=1 St (1+ r)−t

I0
= 13,118,630,238.99

−612,535,649.8
= 21.42

Then the NPV for the project will be (see (5.18)):

IRR= r1 + f (r1)

f (r1)− f (r2)
· (r2 − r1)= 11.29

+ 12,506,094,589.24

12,506,094,589.24− (−1073.148351)
· (320.25− 11.29)= 320.25

The results of the project’s economic effect are summarized in Table 5.13.
The calculations show that the discounted payback period is 25 months, which

is quite plausible for such projects. The profitability index (PI) is much higher than
1.0 (it is 21.42). The IRR is also high (IRR= 320.25 %). Its modified value is lower
(36.25 %).

Therefore, the project has sufficiently high indices of effectiveness and can be
accepted for implementation.

(3) The third stage of examining an innovation project is the proposed compre-
hensive method (Fig. 5.18).

The I , K , and NPV values are 8.5, 7.9, and 12.5, respectively. The NPV value of
KZT12.5 billion as expressed in conventional standard units will be 3.75.

Now we go on to defining the vector length for Project #5 (Fig. 5.18):

|V | =
√
I 2 +K2 +NPV2 =

√
8.52 + 7.92 + 3.752 = 12.2.

The vector V length is 12.2.
Therefore, the indices of effectiveness of Project #5 are sufficiently high and it

can be accepted for implementation. This method works effectively when ranking
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alternative projects. The longer the vector, the more chances for the project to be
accepted; that is, the absolute positioning approach is used.

It follows from the above that all three methods used for examining the project
show that it is acceptable and can be implemented.

In the above example, Project #5 has high estimated performance indicators and
can be accepted for implementation. A graphic model of the comprehensive evalu-
ation method is given in Fig. 5.17.

It would be practicable to have a Decision Support System in order to make the
comprehensive method of project examination more effective [1, 33].

5.4 Development of an Information System of Innovation Project
Examination

5.4.1 Decision Support Systems

The key purpose for designing an innovation project evaluation DSS is to provide
an integrated information support for project examination procedures.

The DSS functional role for the purpose of examining innovation projects con-
sists in determining the innovativeness and competitiveness criteria of an innovation
project. To do this, the three methods can be used, namely: the feasibility assessment
method, the economic (cost-effectiveness) method, and the comprehensive method
of project examination. The evaluation results can be given as the graphic model of a
project innovativeness and competitiveness evaluation, a graphic model of a project
feasibility and cost-effectiveness assessment, and a graphic model of a comprehen-
sive project examination. In addition, a formalized project description document can
be issued. The DSS block diagram is given in Fig. 5.18 [34].

User interface supports user interactions with the DSS application. The data in-
put module is a form for origination, input, and output of the data on innovation
projects and expert personal data. Information on projects, experts, and their opin-
ions is stored in the database. The rule base is the central part of DSS, and contains
knowledge needed for project understanding and appraisal/examination based on the
innovativeness and competitiveness criteria. The rule base is the tool for identifying
good and bad projects, as well as the ones that need to be refined and finalized.

The project appraisal module is the control module or rule interpreter with built-
in capabilities to interpret the information contained in the database (rule base) and
formulate opinions; that is, to make decisions based on the assessed feasibility and
cost-effectiveness of innovation projects, as well as the comprehensive method of
project examination. Graphic models of the proposed innovation projects are created
in the display module. The project appraisal knowledge acquisition module is a tool
for getting information on the proposed innovation project appraisals, which result
from processing expert opinions on the filed projects.

The analysis protocol and selection advice module is a tool that can be used by
experts. In addition, it supports and updates the database, and is capable of giving
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Fig. 5.18 DSS block diagram of project examination

opinions/conclusions as well as comments on the issued opinions accompanied by
reasoning.

There are different types of system users: an operator, who is in charge of orga-
nizing the entire work of step-by-step project examination and whose main func-
tions are to manage the project evaluation process, manage help systems, and note
exception reports in Microsoft Excel. Experts belong to the category of users who
study, appraise, and assign scores to the proposed innovation projects.

5.4.2 DSS Functional Model Development

Graphic (visual) models are the tools for the system architecture visualization, de-
scription, designing, and documentation. Visual simulation has significantly influ-
enced computer software development techniques [34]. A context-sensitive model,
shown in Fig. 5.19, describes the purpose of developing DSS for innovation project
examination, which is providing a comprehensive support for decision-making.

To support main business processes of innovation project examination, we shall
single out functional subsystems; that is, we decompose the system. Project ex-
amination management consists of the following processes: receive a project,
file/register the project, appraise it using the criteria, appraise the project using eco-
nomic indicators, run it through expert examination, schedule, reports, and results
(Fig. 5.20).

Each process is an individual subsystem, which has its own processes aimed at
attaining the common goal of functioning. Let us consider the principle of model
functioning. Key objectives of an innovation project examination are to obtain in-
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Fig. 5.19 Context-sensitive
diagram

formation on whether the new technological and organizational solutions proposed
by a project are promising, as well as to understand the project’s economic bene-
fits and investment risks. Project examination is an extremely challenging task; and
quality of the results strongly depends on qualification of the experts involved and
funding available for such examination. At the first stage, project examination is
governed by the innovativeness and competitiveness criteria, which describe future
behavior of the project.

Input information is as follows: project proposal, applicant questionnaire, project
description certificate, and project business plan. The selection criteria are attributes
that are used to rank a project.

Interaction of these interfaces in the subsystem Assessment of the project in-
novativeness and competitiveness transforms the data in the output information or
Criterion parameters, which goes to the input module of other subsystems.

The interfaces in the subsystem Project feasibility and economic benefit as-
sessment form economic performance indicators, which are the input data for the
subsystem Comprehensive examination of innovation projects; Conclusions and
decision-making.

Output information of this block is the result of an innovation project examina-
tion, which is the basis for decision-making. The output data of all subsystems are
accumulated and form a single output information package.

Users of the system are experts and administrators (project developers), who en-
ter the data into the system, while data processing, transfer, and storage are per-
formed by the software of the designed system.

The operations flowchart gives the main rules of the operational sequence, which
must be followed. Operations flowcharts can be used independently for visualiza-
tion, setting specifications, designing, and documenting a set of objects, and they are
also good for simulating operations flow. Using the operations flowchart, we shall
simulate computational processes in the subsystem named Decision-making systems
for innovation project examination, which describe the system behavior. Using the
operations flowchart, we describe the operations of this subsystem.

The algorithm is as follows:

Step 1—program start;
Step 2—registration of the user and project data;
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Step 3—activation of the innovativeness and competitiveness assessment proce-
dure;
Step 4—activation of the procedure to assess project feasibility and cost-
effectiveness;
Step 5—activation of the procedure to conduct the comprehensive examination
of the project;
Step 6—output of plots, reports, and recommendations on the project.

The flowchart is given in Fig. 5.21.
This flowchart shows how the entire process operates. First, the program is

started, and then a connection with the database is established in order to retrieve the
data. Second, registration must be carried out of the user, who reviews the project.
Thereafter, a package of required documents is registered.

Project examination procedure is designed to review the proposed project using
the innovativeness and competitiveness criteria. Then a graphic model of the project
is built to determine project feasibility. If the project is accepted according the two
parameters, the feasibility and economic benefit assessment procedure is activated.
Thereafter, the parameters are calculated that are needed for building the graphic
model of project feasibility and cost-effectiveness assessment. Third, conclusions
are made and plots and reports are printed out.

5.4.3 Development of Information Model of Innovation Project
Evaluation

Information support (IS) is an aggregate of data, language means of describing data,
software for database processing, and also methods of their organization, storage,
accumulation, and access thereto, providing the issue of all necessary information
in the process of solving functional tasks.

The information model shown in Fig. 5.22 gives a general description of the inno-
vation project assessment process and does not reveal the nature of each information
process.

Having analyzed the initial information of an application domain with the pur-
pose of determining the contents and structure of information in order to formalize
and develop an information and logical model of data, we defined the attribute con-
tent of input and output data. The following infological model has been chosen
(Fig. 5.23).

At any time, all data on projects, experts, evaluations, and references from the
Criteria Directory are to be available for a user of the subsystem of assessing inno-
vation projects’ effectiveness, for use in subsequent calculations.

The user (expert) can carry out the following operations:

– Register a received application for project assessment in the log;
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Fig. 5.21 Operation flow chart of a project appraisal subsystem

– Evaluate the project by scoring as per the criteria of the project’s innovativeness
and competitiveness;
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Fig. 5.22 Information model of innovation project evaluation

– Evaluate the project’s economic effectiveness;
– Conduct the integrated assessment of the project;
– Edit data;
– Provide a result (recommendation).

A fragment of the database physical model is presented in Fig. 5.24.
PROECT (Project)—this entity is assigned for storing names of projects. Since

the name of the project may be quite large (and it will be encountered frequently),
then it is expedient to number the projects and refer to these numbers.

KRITERI (Criterion)—is determined by the project’s innovativeness and com-
petitiveness.

EXPERTIZA (Expert examination)—is the issue of a result, the number of the
result.

RACHET (Calculation)—is related to the project under evaluation.
OCENKI (Evaluations of the project)—the main essence of the project evalua-

tion, including all other attributes of other entities.
The goal is to evaluate the project according to the criteria of the project’s innova-

tiveness and competitiveness developed in the rule database, to determine promising
projects, projects that need to be improved, and projects that are not worth continu-
ing. The entire process of assessment will be represented in a graphic model of the
project’s innovativeness and competitiveness (Fig. 5.25).

Let four variables be introduced: I—the innovativeness; K—the competitive-
ness; S—the result; O—the operation.
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Fig. 5.23 Infological model IS

A number of conditions for innovativeness and competitiveness are also in-
troduced: R—for innovativeness and L—for competitiveness, as provided in Ta-
ble 5.14.

O—the operation demonstrating the conditions of the logical type I ; when the
criteria and indicators are met, this condition is fulfilled.
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Fig. 5.24 Fragment of database physical model

Fig. 5.25 Graphic model
assessing the project’s
innovativeness and
competitiveness

Production models are applied mainly as problem solvers or output mechanisms.
Operations of production may consist of active procedures that perform necessary
database operations automatically. The scenario of innovation project assessment
consists of three phases (Fig. 5.26).

In the first phase, from among applications innovation projects are selected ac-
cording to criteria of innovativeness and competitiveness. In this phase projects are
evaluated by expert examination. Those projects that undergo the initial selection
successfully pass on to the second phase of evaluation. In the second phase the
economic effectiveness of innovation projects is assessed. Projects conforming to
indicators of economic effectiveness pass on to a final phase of assessment. The
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Table 5.14 Rule database

No. I K O R L S

1 A 1 1 0≤R < 3 0≤L< 3 Outsider 1

2 A 2 1 0≤R < 3 3 <L< 6 Outsider 3

3 A 3 1 0≤R < 3 6 <L≤ 9 Competitive

4 B 1 1 3 <R < 6 0≤L< 3 Outsider 2

5 B 2 1 3 <R < 6 3 <L< 6 Neutral

6 B 3 1 3 <R < 6 6 <L≤ 9 Leader 2

7 C 1 1 6 <R ≤ 9 0≤L< 3 Attractive

8 C 2 1 6 <R ≤ 9 3 <L< 6 Leader 3

9 C 3 1 6 <R ≤ 9 6 <L≤ 9 Leader 1

Fig. 5.26 Algorithm of
assessing innovation projects
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Fig. 5.27 An example of
software implementation of a
graphic model for assessing
innovativeness and
competitiveness (Project #5)

third phase of evaluation is an integrated assessment of the project with due account
for innovativeness, competitiveness, and economic effectiveness.

Completing the procedure of the assessment by the expert commission results in
developing a draft decision.

The decision support system (DSS) of assessing innovation projects is a Win-
dows application with the DBMS Paradox used as a database platform.

Information processing in a dialogue mode is the most effective. The dialogue
mode allows referring from a workstation to any information stored in the computer
memory. These tools are practically implemented in the DSS applied for assessing
effectiveness of innovation projects.

Let’s review the available software support using the example of the innovation
project.

The first stage of software implementation shows a graphic model for assessing
innovativeness and competitiveness. Figure 5.27 shows the results of expert exam-
ination for Project #5 as per the first method of assessing the innovativeness and
competitiveness.

The second phase is the evaluation of Project #5: Evaluation of the project’s
feasibility and economic effectiveness. This stage involves preparing an estimate and
calculating economic indicators. It is quite straightforward, consisting of a number
of discrete operations. Figure 5.28 shows the results of the second phase.

Therefore, the project has quite high indicators of effectiveness, and may be ac-
cepted for implementation.

The third phase of assessing the project is an integrated assessment of the innova-
tion project. A graphic representation of this method using the example of Project #5
is given in Fig. 5.29.

In this example, Project #5 yields high values for indicators, and can be accepted
for implementation. To recap, this method is effective when comparing alternative
innovative projects. The lengths of the vectors must be compared for alternative
projects, and preference is given to the project with the longest vectors.
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Fig. 5.28 An example of the graphic model software implementation to assess feasibility and
economic effectiveness of an innovation project (using Project #5 as an example)

Fig. 5.29 An example of the graphic model software implementation for an integrated assessment
of innovation projects (using Project #1 as an example)

Thus, the algorithm given here for assessing innovation projects makes it pos-
sible to improve existing procedures of project analysis, both for commercial and
strategically specified objectives.
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Chapter 6
Mathematical Methods for Making Investment
Decisions

Structural reorganization of the national economy using various methods including
investment policy must actively promote a range of kinds of innovation, from tech-
nologies and inventions to fresh organization of relations between services, suppli-
ers, and consumers [1]. One of the ways to smooth out the cyclic character of crises
in economic processes is to work out long-term complex scenarios and accordingly
to develop multiple branches of the national economy including revival of invest-
ment activities. Prioritization of investment in enterprises must be based on each
enterprise’s capability to provide sufficient financial flows, both for “bootstrapping”
and for subsequent reaching the trajectory of sustainable development.

In order to estimate and choose among multidimensional alternatives of invest-
ment projects to be financed, it is necessary to solve a multi-criterion optimizing
problem that seeks to arrive at a compromise between the preferences of potential
investors. The ever-present element of uncertainty drives the calculation of reason-
able quantitative estimations of investment risk. Risk management of IP-innovations
in social and economic spheres is co-directed with the increase in the level of un-
certainty: The problem is of course not new but is becoming increasingly significant
and hence requires thorough study both in depth and in breadth [1]. The pressing
problems of economic science necessitate objective modification and adaptation of
previously recognized methods, and development of new modeling tools. The point
is not to design the “newest” formal indicators and models just for the sake of new-
ness itself, but to adapt the existing methods to the description of new phenomena,
effects, and tendencies, both in response to and to create a deeper understanding of
social and economic processes and their evolution.

Present-day financial management is characterized by more active implementa-
tion of investment projects, requiring forecasting of not only time structure of pay-
ments but also their exact sums, and probabilities of possible deviations from the
expected results, that is to say, estimation of the degree of financial operation risk.

Application of computer (hardware and software tools for information process-
ing, storage, transfer, and visualization) and measuring technologies supporting
mathematical modeling expands the possibilities of practical usage of mathemat-
ical apparatus. Here are two examples of how this works.
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• The repeated reproduction of a random process by means of computer technology
allows replacement of experimental measuring of values of real characteristics of
random processes, with studying values of these characteristics. Technological
capacities of the system provide a continuous cyclic process of operation and
situational correction of the simulation model. Thus, positive results of simula-
tion modeling are virtually an expert decision about the absence of contradictions
between the modeled solution and the values of corresponding characteristics ob-
tained in a different way (for example, by retrospective analysis). Hence, they can
be used instead of formal proof by mathematical methods.

• Application of fuzzy-set theory to the description of economic processes (synthe-
sis of quantitative and expert estimations) is an effective means in the absence of
reasonable probabilistic distributions of characteristics.

The problems of planning, estimation, and decision-making [2–5] are all in one
way or another connected with the forecasting problem. The formalized statement
of the forecasting problem suggested in this research assumes the use of expert es-
timations. The solution to the problem of expertise in decision-making is to find a
compromise between human capabilities (instantaneous decision-making) and ca-
pabilities of computer technology (accounting and supervision of a huge number
of variables, limitations, and cause–effect relations). Despite the criticism of the
objective–subjective ratio in expert estimations, it is reasonable to provide the pos-
sibility to the decision-makers (experts, specialists) to make decisions in the margins
of their possibilities and competence. The presence of a good “at-hand” model will
expand both possibilities and competence, but will not ultimately prevent the dy-
namics of dinosaur-like behavior, a reflection of those species that “preferred” to
die out rather than to adapt to change [6].

6.1 Basic Concepts of the Risk Theory of an Investment Project

Investment policy is a system of goals and problems—as well as a mechanism of
their realization—aimed at control of political, economic, and social development
of the corresponding state elements.

As investments we will understand all kinds of material and intellectual values in-
vested in the objects of business activities which result in gaining profit or attaining
social effect.

An investment project (IP) is a basic form of attraction (investment) of capital in
order to get an effect in the future.

IP assumes planning of three basic cash flows in time:

– flow of investments;
– flow of current (operational) payments;
– flow of receipts.

In terms of mathematics the IP is described by the flows of payments—functions of
time whose values are:
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– costs (values of functions where payments are negative);
– receipts (values of functions where payments are positive).

Using one of the generally recognized indicators of IP efficiency, NPV, as the
IP “model” and without any limitation in the generality of presentation, we will
understand [1, 8]:

NPV =−I0 +
K∑

k=1

Ak
∏k

i=1(1+ ri)
−

K∑

k=1

Bk
∏k

i=1(1+ ri)

=−I0 +
K∑

k=1

Ak −Bk
∏k

i=1(1+ ri)
(6.1)

where I0 are initial investments;Ak , Bk are incomes and expenses in the k-th period;
ri is the rate of discount in the i-th period; k = 1,K is the number of periods of IP
realization; NPV is the net present IP value.

In theoretical calculations Ak − Bk can be represented as a relatively smooth
function of time, which leads to the following model:

NPV =−I0 +
∫ T

o

f (τ )e−R(0,τ )dτ, (6.2)

where f (τ) is the cash flow density;

R(t1, t2)=
∫ t2

t1

r(τ )dτ,

T is the time of IP realization.
Taking into account the fact that in practice time periods are equal, the rate of

discounting is assumed to be constant during all time of IP realization. Taking I0 to
be the initial costs of the project, i.e., I0 = CF0 =A0|A0=0 −B0, the model (6.1) is
transformed into the following:

NPV =
K∑

k=0

CFk

(1+ r)k
, (6.3)

where CFk is a prognostic value of the net cash flow in the k-th period; r is the rate
of discount.

Assuming that CFk is a relatively smooth time function and the rate of discount
is constant, the theoretical model can be written as:

NPV =−I0 +
∫ T

o

f (τ )e−ρτ dτ, (6.4)
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where ρ = ln(1+ r), as discounting in the infinitesimal time interval gives:

CFk

(1+ r)k
→ f (τ)

(1+ r)τ
→ lim

t→∞
f (τ)

(1+ ρ/t)τ t

remarkable
limit= f (τ)

eρτ
= f (τ)e−ρτ

Flows of current payments and receipts f (τ) or CF cannot be planned entirely
precisely because of unavoidable uncertainty of information (internal and external1

instability with respect to IP). Hence, there is an unavoidable risk in investment
decisions. That is to say, there is always a possibility that:

– a project recognized as well-grounded will actually turn out to be unprofitable;
– the obtained parameter values will considerably deviate from the planned values;
– some factors will not be considered at all.

We will understand as:

– threat, an event which can occur during IP realization, as a result of which the
NPV value will deviate to one side or the other;

– investment losses, the potential, numerically measurable possibility2 of less net
economic profit or of suffering damages during project realization as a result of
threat impact;

– investment risk, investment losses which do not satisfy participants of the project;
– IP risk level, the probability that the risk indicator (criterion of IP efficiency) will

fall out of the zone of project stability;3

– risk assessment, the detection and analysis of risk sources, their genesis and de-
termination of risk scale in a concrete situation;

– risk management, analysis of the situation, development, and realization recom-
mendations or actions directed at risk reduction to the optimal (acceptable) level.

The system approach to investment policy (Fig. 6.1) also defines the classification
of risks.

The interrelation between investments and risks is expressed in the fact that in
order to increase return on the capital and/or to minimize possible losses, most re-
source proprietors have alternative variants of investments (countries, branches, ter-
ritories).

The methodology of estimating IP risks is based on the assumption that large
deviations of economic indicators from possible optimal values are more expensive
than are small ones.

Regardless of investment type, volume, and capital structure the procedure of
taking an investment decision can be presented as a schematic (Fig. 6.2).

Every stage of the investment decision is connected with a specific set of potential
risks and methods for estimating them. Risks are influenced by so many factors

1Instability in the IP external environment, as a rule, means fluctuations ri (ρ).
2Remark: Not obligatory “probability.”
3The boundaries of the stability zone are defined on the basis of the accepted requirements for
investment efficiency.
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Fig. 6.1 Formation of investment policy

that it is almost impossible to obtain a functional dependence F(factor) = risk or
F(result)= risk.

Incomplete knowledge of characteristics to be used in modeling, including their
values and interrelations, which is typical of the problem of adequate estimation
of IP risk, is quite correctly taken into account in the following statement of the
problem:

– variables x1, . . . , xn with the corresponding ranges of their definitions x1, . . . , xn
are specified;

– limits representing a disordered set of relations or connections between variables
fi(x1, . . . , xn), i = 1; k expressed in the form of equations, inequalities, logic
expressions, etc. are given;

– it is required to find all sets of values 〈a1, . . . , an〉, a1 ∈ X1 which satisfy all
limitations simultaneously.
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Fig. 6.2 A sequence of steps
in making an investment
decision

Restrictions on the choice of the best investment variant are determined by the
volumes of financial resources and possibilities for using them.

The direct investment task is to forecast the effect of investments depending on
the economic situation (environment) creating a certain4 risk level.

The inverse task is to determine the risk degree of the investment activity provid-
ing the desired effect. Unlike the direct task, the inverse task has no single-valued
solution because the same risk level can be created by different causes.

This multi-valuedness of solution leads to the idea of uncertainty, i.e., expansion
of the concept “indicator value” from “a single numerical value” to a “set of possible
values.”

Therefore the area of solutions to investment problems becomes wider due to
potential consideration of different types of relations: ill-defined, exactly defined,
and over-defined. As applied to IP, the expert/analyst defines [1, 9]:

• which characteristics are set precisely;
• which characteristics are absolutely unknown;
• which are known approximately, i.e., the initial information is given as the de-

scription of a set of possible values (indefinite, piecewise, or probabilistic).

It is expedient to consider as risk (threat) factors not all a priori risky factors but
only “sensitive” factors, that is, factors which actually influence cash flows of the
studied IP.

The unknown or imprecisely known data are defined more exactly using the
method of satisfaction of restrictions, many of which have available program vari-
ants.

4The decision can be predicted with satisfactory accuracy on the assumption of sufficient stability,
inertia, etc.
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The identification of sensitive indicators, analysis of their stability, and forecast-
ing of their possible values are preparatory steps to the quantitative estimation of
project risks.

We will call factors sensitive if their change by 1 % gives worsening of risk
indicators by more than 1 %. For the function of risk indicator R(x) of factors
x = (x1, . . . , xk), the absolute and relative sensitivities to the i-th characteristic are
calculated as:

R′(x)= ∂R(x)/∂xi and R′(x)= ∂R(x)

∂xi
· xi

R(x)
. (6.5)

In practical investment analysis, calculations are often simplified by discretiza-
tion: the response of R(x) (%) values to the change in the characteristic level x1 by
1 % is determined:

x̃i |%�x̃i = 1⇒%�R > 1,

where %�z= z2−z1
z1

or %�z= 2·(z2−z1)
z2+z1

.
The problem of risk management can be solved based on the idea of stability

estimation: determination of the limiting levels of the most sensitive characteristics
of the project where the basic level of design risks or random losses is preserved
within the limits of established “risk-capital”:

�x̃i; x̃i�|R(x̃)≈Rbasis . (6.6)

Indeed, the determined upper limits of “negative” deviations of projected values
solve the problem of possibility of the project “falling” to critical and catastrophic
risk zones.

The individual values of risk indicators of concrete projects are defined by pre-
dicted levels of their characteristics—financial flows CF or f (τ) (prices, fixed
charges and variable costs, volumes of demand, incomes, etc.), future competitive-
ness, etc. We formalize the forecasting process as estimation of the state of charac-
teristic x in a certain period of time with preservation of existing tendencies.

Let evolution forecasting x be presented as a sequence of results of observations
(6.7), sets of consistent expert estimations in the form of statements of the type (6.8),
and let a class of models with linear dependences on parameters (6.9) be chosen:

xt , t = 1;T , (6.7)

αk + βkxkτ ≥ μk + ηkxkν , k = 1;K, (6.8)

where τ and ν are the moments of the period of forestalling, α, β , μ, η are estima-
tions given by experts

F(t, θ)= (
θ,ϕ(t)

)
, t = 1;T , (6.9)

where θ = (θ1, . . . , θm, . . . , θM) is a vector of parameters; ϕ = (ϕ1, . . . , ϕm, . . . ,

ϕM),ϕm(t) are known vector time functions; (θ,ϕ(t))=∑M
m=1 θmϕm(t) is a scalar

product.
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As the period of observations of investment activities in Kazakhstan may be in-
sufficient for drawing reliable statistical conclusions, and/or the evolution of risk
characteristics may deviate from the stationary mode, the task is to construct a fore-
cast sequence most consistent with expert estimations (6.8) and the results of obser-
vations (6.9):

�
xt =

(�
θ,ϕ(t)

)
, t = T + 1;T + T1, (6.10)

where the vector giving estimation of model parameters of the trend
�

θ = (
�

θ1, . . . ,
�

θm, . . . ,
�

θM) is a solution to the problem of minimization

min
θm

D(θ)=
T∑

t=1

d
(
xt −

(�
θ,ϕ(t)

))
(6.11)

with limits (6.8). Here d(·) is a metrics, for example, a module or the square of a
real number.

The confidence intervals of the forecast transform the pointed extrapolation fore-
cast (6.10) into the interval forecast:

�
x ± tα · sx, (6.12)

where tα is the value of the Student t-criterion at the significance level α; sx =√∑T
t=1(xt − x̃t )2/(T −M) is the mean square deviation of actual observations

from the results of calculations; (T −M) is the number of degrees of freedom,
M is the number of estimated parameters.

If the expert estimations are given, the forecast problem has a single solution,
but often expert estimations depend on the experts themselves—their specialization,
experience, etc.

The measurement techniques and the method of forecasting primary character-
istics predetermine the method of assessment of the range of negative variances of
sensitive characteristics.

In making investment decisions it is difficult to choose the final project variant
because the stages of its substantiation differ from each other [1–3]:

• by the types of risk;
• by the reasons causing risk;
• by the estimation procedure.

6.2 Investment Decisions: Project Choice and Risk Management

6.2.1 Methods Supporting Decision-Making

In the traditional approach the system supporting decision-making operates accord-
ing to the following notions:



6.2 Investment Decisions: Project Choice and Risk Management 203

• alternative—a variant of the problem solution;
• a set of alternatives—a set of variants of solutions to the given problem;
• limits—a system of fixed values of alternative parameters beyond which the so-

lution becomes invalid;
• a function of alternative utility defines transition from the space of alternatives

to the other space: brings each variant in correspondence with a set of its estima-
tions, a profit or loss which is a result of choosing this alternative;

• the criterion of alternative estimation makes it possible to bring the utility func-
tion in correspondence with a certain property of the alternative but not the entire
alternative;

• the criterion of optimal decision (hereinafter—in the sense of the best correspon-
dence) defines the method the system uses to find the best alternative from the
set.

The main task to be solved to make a single decision is:

• either to choose the best alternative for achievement of the given purpose;
• or to range the set of possible alternatives by the degree of their influence on

achievement of the purpose.

The multicriterion approach [10] essentially changes the type of the solved prob-
lem: The basis for decision making is preferences. The system of preferences is a
set of formalizable and non-formalizable methods including the elements of intel-
lectual analysis made by an expert (a decision-maker). To estimate preferences one
must define the method of their comparison and identify connections between them.
The utility function makes it possible to unify different scales of measurements and
different units used to measure preferences. It is difficult5 to obtain mathematical
description of the utility function for complicated, poorly formalizable problems.

6.2.2 Methods Used to Assign the Utility Function Values

One of the main tasks of experts is to prove and anticipate on the basis of
information-intuitive assessments events that cannot be calculated statistically and
predicted by economic or mathematical models [1–19].

1. A method of direct estimation.

Each alternative is assigned a value which, in terms of the specific estimation cri-
terion, shows the degree of correspondence of the given variant of problem solution
to the achievement of the IP primary aim. This estimation can be a numerical value
on the number scale, a value of the linguistic variable, or the rank of the alternative
among other alternatives.

5This means not only computing difficulties (modern information technologies smooth over this
problem), but also psychological difficulties related to the level of experts’ professionalism.
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2. A method of paired comparison.

The idea of the alternative approach is that experts do not have to specify the
weights with which individual quality indicators are included in the total generalized
indicator, which enables us to compare objects or projects as a whole, but makes it
difficult to determine contribution of individual factors.

Therefore all elements of the set of alternatives are subjected to paired compari-
son; the preference relational matrix is constructed, with its elements showing how
many times the contribution of one alternative to the achievement of the main goal
is higher than the contribution of the other alternative. The significance (weight)
coefficients are calculated.

– The operative expert estimation of alternatives (criteria) can be used by paired
comparison with gradation in a three-point scale.

This makes it possible to obtain expertise without worrying about infringement
of judgment transitivity using both individual and group opinions, and without pre-
liminary preparation of the group of experts.

To come up with an estimate, every j -th expert (j = 1;J ), comparing in pairs ai
(i = 1; I ) criteria, forms a preferences matrix where estimations “≺—less impor-
tant,” “�—more important,” and “≈—equivalent, indistinguishable” correspond to
the formal points:

b
j
ik =

⎧
⎪⎨

⎪⎩

0, when ai ≺ ak

1/2, when ai ≈ ak

1, when ai � ak.

After summation of all matrices and normalization by the number of experts we
get a matrix of normalized estimations W = (wik) = (1/J ·∑j=1;J b

j
ik), where

wik +wki = 1. The zero-order weight approximation is used for reasons of “initial
equivalence”:

g(0) = (
g
(0)
1 , . . . , g

(0)
i , . . . , g

(0)
I

)
, where g(0)k = 1/I.

The iterative calculation of the relative importance factors in the s-th iteration
continues until the predetermined accuracy is achieved or the predetermined number
of iterations is made:

g
(s+1)
i =

∑
k=1;I wik · g(s)k

∑
m=1;I

∑
k=1;I wmk · g(s)k

, i = 1; I

If |g(s+1)
i − g

(s)
i | < ε, where ε is a given accuracy for any i = 1; I , the weight

vector (collective preference) is g = (g
(s+1)
1 , . . . , g

(s+1)
i , . . . , g

(s+1)
I ).

– The Saati method of priority determination (a nine-grade scale of relations) is
suggested for quantitative estimation of “more inert” alternatives.
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The initial data used to determine priorities is the inversely symmetric matrix
B = (bik) (i, k = 1; I ) formed according to the degree of preference of alternative
(criterion) ai over alternative ak . The elements bik are assigned 1 in case of equal
importance of criteria, 3 in case of a slight superiority of ai over ak , 5 in case of
moderate superiority, 7 in case of considerable superiority, and 9 where there is
absolute domination of ai over ak . The degrees of significance 2, 4, 6, and 8 are
interpreted as intermediate placements. In this case:

– natural performance bii = 1;
– the requirement of local coordination follows from the “automatic” condition
bki = 1/bik (0.5 · I · (I − 1) comparisons are needed).

Absolute coordination can be provided by “automatic” calculation of preference
bki = bis ·bsk , i, k, s = 1; I . It should be noted that the above condition means linear
dependence of lines and columns, therefore, after making (I − 1) comparisons of
paired criteria the others can be defined from already made conclusions. However,
in this case the estimation loses its “purity,” and the expert loses an opportunity to
check sincerity and confidence of his viewpoint. The matrix of preferences reflects
human estimations, therefore it is difficult to expect an absolute faultlessness in the
presence of a rather wide spectrum of shades of preference. But if the degree of
contradictions is inadmissible—that is, if the index of coordination of estimations
bik exceeds the admissible level CR > 0.1—it is recommended to reconsider the
estimations as the logic of the expert opinion is violated.

The normalized vector of priorities (scales) and the coordination index are deter-
mined by the eigenvalue method:

– solving the equation det(B − λ ·E)= 0, where E is a unity matrix.
– determining the maximal eigenvalue λmax as follows:

λmax = max
i=1;I

λi where ∀i λi | det(B − λi ·E)= 0

– determining the eigenvector g as the system solution:
⎧
⎪⎪⎨

⎪⎪⎩

(B − λmax ·E) · g = 0
I∑

i=1

gi = 1,
(6.13)

where the second equation (the normalizing condition) is used instead of any
equation of the system (B(B − λmax ·E) · g = 0.

– the obtained vector g will be the vector of relative weights whose sum is equal
to 1.

To solve the above problem it is necessary to solve the i-th order equation (i is the
number of alternatives) and the system of i linear equations. To avoid large volumes
of arithmetic calculations (especially for large dimensions) the methods of finding
approximate values of eigenvalues and eigenvectors are used (i.e., matrix operations
are reduced to numerical iterative procedures).
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The first scheme used to determine the approximate values of characteristics λmax
and g matrices B = (bik):

– the weight vector gT = (g1, . . . , gi, . . . , gI ) is actually an eigenvector corre-
sponding to the maximum eigenvalue λmax:

gi =
∑

k=1;I
wik/I, where wik = bik

/ ∑

i=1;I
bik, i = 1; I . (6.14)

– in the explicit form the approximate value of λmax is equal to

λmax =
∑

i=1;I

(∑

k=1;I
bikgk

)

. (6.15)

A second6 scheme is used to determine the approximate values of characteristics
λmax and g (note that it is the most precise scheme for the inversely symmetric but
uncoordinated matrix of estimations B):

– A vector of approximate relative priorities gT = (g1, . . . , gi, . . . , gI ):

gi =
I

√∏
k=1;I bik

∑
m=1;I I

√∏
k=1;I bmk

, i = 1; I . (6.16)

The maximum eigenvalue of the matrix of pair comparisons λmax is determined
as:

λmax = 1

I

∑

i=1;I

∑
k bik · gk
gi

, i = 1; I . (6.17)

The maximum eigenvalue of an ideally coordinated positive inversely symmetric
matrix is equal to the matrix order.7 The coordination ratio CR of matrix B is calcu-
lated as the ratio of the coordination index CI of this matrix to the stochastic random
index of coordination RI (an average index of a large sample of coordination indexes
of equal inversely proportional matrices B generated in a random way):

CR= CI/RI, where CI = λmax − I

I − 1
, RI = 1.98 · (I − 2)

I
. (6.18)

If the index value does not exceed 0.1, the mismatch of matrix B is considered
admissible.

Forecasting of expert preferences is estimation of priority alternatives as func-
tions of time. If the basic data—expert estimations—contain information about the

6One can make a comparative analysis of precision of estimates obtained by the first and second
methods.
7Proved in the theory of matrix algebra.
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change of preference of one alternative with respect to another in some time inter-
val, the estimation of significance (weight) can be set not by a constant but by a
function approximating expert’s point estimations. Then (6.13) will be rewritten as:

⎧
⎪⎪⎨

⎪⎪⎩

(
B(t)− λmax(t) ·E

) · g(t)= 0,

I∑

i=1

gi(t)= 1,

where B(t)= (bik(t)) (i, k = 1; I ) is an inversely symmetric matrix of pair compar-
isons at the moment of time t ; λmax(t) is the maximum eigenvalue at the moment
of time t ; E is a unit matrix; g(t) is a vector of relative weights at the moment of
time t .

A technological solution to this problem is interesting in itself. For example, it
is possible to approximate not expert estimations, but weight values calculated for
them for certain moments of time.

6.2.3 Search for the Best Pareto Point

Let the decision x ∈X, where X ⊆Rn is the set of admissible solutions in the space
of parameters, be described by the values of criteria ai = ai(x), i = 1; I forming
image A of the set X in the criterion space: for x ∈ X, a = (a1, . . . , ai, . . . , aI ) =
(a1(x), . . . , ai(x), . . . , aI (x)) ∈A.

Each of I criteria is transformed so that it must be maximized to improve the
quality of solution x ∈ X. Let there be a quality function showing the decision-
maker’s preferences in terms of efficiency of solution x based on the information
about the values of criteria ai = ai(x), i = 1; I :

F(x)= F(a1, . . . , aI )= F
(
a1(x), . . . , aI (x)

)
.

Let us assume that the decision-maker for any x1, x2 ∈X on values (a1(x1), . . . ,

aI (x1)) and (a1(x2), . . . , aI (x2)) can:

– find the best decision based on the comparison of the values of the quality func-
tion F(x1) > F(x2) or F(x2) > F(x1);

– establish that the decisions are equivalent if F(x1)= F(x2).

To find the best decision one must determine:

x∗ = argF
(
x∗
)= arg max

x∈X F(x). (6.19)

The idea of the solution is two-fold:

(1) to reduce the initial set of solutions decisions to the Pareto set;
(2) to reduce the search for the best solution to the search on the specified set.
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The solution x or a in the space of parameters is the Pareto-optimum if it cannot
be improved in one of the criteria without deterioration in at least one other criterion.
The Pareto-optimum solutions form a set of Pareto Xp in the space of parameters or
Ap in the space of criteria [1, 13].

Let us designate the vector of significance factors as

g = (g1, . . . , gI ) ∈G, G=
{

g

∣
∣
∣
∣
∣
g = (g1, . . . , gI ), gi ≥ 0,

I∑

i=1

gi = 1

}

.

Then the Pareto set is described by the following models:

• For convex sets

Xp =
{

x

∣
∣
∣
∣
∣

arg max
x∈X

I∑

i=1

giai(x), g ∈G
}

,

Ap =
{

a

∣
∣
∣
∣
∣

max
x∈X

I∑

i=1

giai(x), g ∈G
}

;
(6.20)

• For nonconvex sets

Xp =
{
x

∣
∣
∣ arg max

x∈X min
i∈{1,...,I }giai(x), g ∈G

}
,

Ap =
{
a

∣
∣
∣max
x∈X min

i∈{1,...,I }giai(x), g ∈G
}
.

(6.21)

If the Pareto-optimum solution x∗ is known:

a∗ = (
a∗1 , . . . , a∗i , . . . , a∗I

)= (
a∗1(x), . . . , a∗i (x), . . . , a∗I (x)

) ∈Ap ⊆A,

then using models (3.20) and (3.21) it can be written as:
• For convex sets

x∗ = arg max
x∈X

I∑

i=1

g∗i ai(x), g∗ ∈G; (6.22)

• For nonconvex sets

x∗ = arg max
x∈X min

i∈{1,...,I }g
∗
i ai(x), g∗ ∈G. (6.23)

There is a conformity between the best Pareto point x∗ and point g∗ in the set
of all weights G (i.e., there is a possibility to establish conformity between single-
criterion and multi-criteria problems).

It is obvious, see (6.21) and (6.20), that change in weight gives different Pareto
points. This connection makes it possible to reduce the search for the best solution
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from the space of criterion A to the space of weights G, which in turn allows us to
reduce the dimension of the problem due to normalizability of weight vectors:

I∑

i=1

gi = 1⇒ gI = 1−
I−1∑

i=1

gi.

So, the problem reduces to search for the best points, from the point of view of
the decision-maker, such that

qi = gi, i = 1; I−1,

0≤ qi ≤ 1, i = 1; I − 1,
I−1∑

i=1

qi ≤ 1.

There are a few rather efficient algorithms to solve this, for example a coordinate-
wise descent which assumes descent either to the optimal solution or to the perfor-
mance of a certain number of steps. This algorithm contains the following steps:

1. Set initial parameters:

– a step length h ∈ (0;1);
– a constant coefficient of changes in the step length η ∈ (0;1);
– the initial point (solution) x0;
– the initial weight vector qi = 1

I−1 , i = 1; I − 1.

2. Set k = 0.
3. Calculate x1 by solving the maximization problem:

– for the convex Pareto set in the criterion space

x1 = arg max
x∈X

I∑

i=1

qiai(x);

– for the nonconvex set

x1 = arg max
x∈X min

i∈{1,...,I }qiai(x).

4. Check the stop rule (either the optimal solution is found or the limit of iterations
is over). If the condition is satisfied, the search must be stopped, and the solution
is

x∗ = xk+1;
(
a1(xk+1), . . . , aI (xk+1)

);

g∗ =
(

q1, . . . , qI−1,1−
I−1∑

i=1

qi

)

.
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5. Otherwise, k = k+ 1.
6. Set8

ik = k − (I − 1)

[
k

I − 1

]

+ 1, pk = eik ,

where eik = (0, . . . ,0
k−1←→

,1,0, . . . ,0) is the ik-th coordinate direction.

7. Diminish qik by the step value h not changing other components of vector q

q∗ = q − h · pk.
8. Check other limitations

0≤ q∗i ≤ 1, i = 1; I − 1,
I−1∑

i=1

q∗i ≤ 1. (6.24)

If value q∗ is inadmissible, pass to item 11, otherwise set q = q∗.
9. Determine x̃ after solving the task of maximization with predetermined q value:

– for convex set

x̃ = arg max
x∈X

I∑

i=1

qiai(x); (6.25)

– for nonconvex set

x̃ = arg max
x∈X min

i∈{1,...,I }qiai(x).

10. The decision-maker compares points (solution) x̃ and xk . If x̃ is better than xk
take xk+1 = x̃ and move on to item 4.

11. Increase qik by the step value h, not changing other components of the vector q

q∗ = q + h · pk. (6.26)

12. Check limitations (6.24). If the value q∗ is inadmissible, move on to item 15,
otherwise set q = q∗.

13. Determine x̃ after solving the task of maximization (6.25) with the predeter-
mined q value.

14. The decision-maker compares points (solution) x̃ and xk . If x̃ is better than xk
take xk+1 = x̃ and go to item 4.

15. xk+1 = xk .
16. If k+ 1 > I − 1 and vector q has not changed during the last (I − 1) iterations,

change the step length:

h= η · h.

8Here [·]—the integer part of number (·).
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17. Go to item 4.

The algorithm choosing the best Pareto points not only gives the solution x∗
(optimal from the point of view of the decision-maker) but also returns the weight
vector g∗ containing information on the preferences of a certain decision-maker.
Indeed, the suggested algorithm can be considered as a method of extrapolation of
expert estimations:

– Each object of choice is considered as an I-dimensional vector a = (a1, . . . , aI )

whose components correspond to the personal (simple) criteria of optimization or
some other parameters of the modeled system.

– The expert (decision-maker) can choose from a pair of alternatives the best variant
in terms of utility.

– There is a utility function9 of the following structure:

π(a)=
J∑

j=1

gjfj (a), (6.27)

where fj (a) are known functions of the vector argument monotonously increas-
ing along each coordinate; gj are unknown weight parameters.

– To get an unambiguous result let us assume that all criteria ai are maximized
(hence, weights are nonnegative) and introduce a condition of normalization of
weights. Then, showing the decision-maker a limited sampling from K pairs of
alternatives (ak;bk) and assuming that from the point of view of the decision-
maker the alternative ak is better than bk , we see that the solution of the linear
system

J∑

j=1

gj
(
fj
(
ak
)− fj

(
bk
))
> 0, k = 1;K;

J∑

j=1

gj = 1, gj ≥ 0

(6.28)

defines the region of admissible values of coefficients of function (6.27). In a
concrete situation, setting the direction of optimization by the target function of
the system (6.28), one can find a point estimation for the vector of coefficients
which ranks g̃ ≈ g = (g1, . . . , gJ ) a subset of the best utility alternatives adequate
to expert ordering.

6.2.4 Convolutions of Estimation Criteria

There are many functions which allow us to pass from the multicriterion problem to
the single-criterion problem. Such transformation, however, gives rise to the prob-

9It is supposed that if π(a) > π(b)⇔ a is better than b.
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lem of connection of quantities measured in different scales: nominal, ordinal, quan-
titative, etc. To simplify the investigations the scales of measurement are “unified”:
As a rule, one of the scales is reduced (in terms of admissible operations) to the
level. One of the possibilities of getting a uniform sampling in the space of simple
metrics is:

1. Pass from physical units of measurements ai (i = 1; I ) to the relative units fi by
means of translation function f (ai), such that its values vary in the interval [0;1],
and the working interval of the argument varies from aimin to aimax beyond
which the function has constant values.

2. Set weights of criteria gi showing expert preferences. The degree of confidence
in the subjective information is estimated either by Kendalla concordance co-
efficient, or by the discrepancy function (functions of losses), or by checking
coordination of the matrix of pair comparisons, or by estimating the degree of
stability of the obtained result: If the distortion gi does not change the ranking
order, the results are stable with respect to gi and confidence in the obtained
estimations is higher.

Let us assume:

– f (a1) > f (a2)⇔ f (a1)� f (a2) (preference ratio);
– �a1 =�a2 ⇒�f (a1)=�f (a2) (utility ratio).

Therefore as a translation function to the relative units we choose a monotonous
increasing linear function:

f (ai)=

⎧
⎪⎨

⎪⎩

0, if ai ≤ aimin,
ai−aimin

aimax−aimin
, if ai ∈ [aimin;aimax],

1, if ai ≥ aimax.

Aggregation of criteria in the j -th aspect depends on how the decision-maker
understands the degree of compensation of reduced values of some criteria by the
increased values of the other criteria.

If compensation of reduction in absolute values of some criteria at the expense of
total absolute increase in the others is admissible, generalization is made by means
of the additive operator:

Fj = F
(
f1(a), . . . , fIj (a)

)=
Ij∑

i=1

gifi(a), j = 1, J , (6.29)

where the operator parameters are weights of the i-th criteria gi ≥ 0,
∑Ij

i=1 gi = 1;
fi(a) is an estimation of a alternative with respect to the i-th criterion; the operator
values in the boundary points

Fj (1, . . . ,1)= 1; Fj (0, . . . ,0)= 0;
fi(a) < 1⇒ Fj

(
1, . . . , fi(a), . . .1

)
< 1;
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fi(a) > 0⇒ Fj
(
0, . . . , fi(a), . . .0

)
> 0.

The value of weight coefficient gi is interpreted as the value of the average
change in the result Fj when the factor fi(a) changes by a unit (in case of frac-
tional units used to measure factors we get a percentage change in Fj ).

If it is admissible to compensate the total relative decrease in one group of cri-
teria by the total relative increase in the other group of criteria, the multiplicative
aggregation function (the same notations) can be used:

Fj = F
(
fi(a), . . . , fIj (a)

)=
Ij∏

i=1

gifi(a), j = 1, J . (6.30)

The minimax convolution gives the most cautious position:

Fj = min
i=1,Ij

{
fi(a)

}
, j = 1, J . (6.31)

The minimax convolution does not affect the optimum when new inessential cri-
teria are added, but it has low sensitivity.

6.2.5 Criteria Used to Choose Optimal Solution

Knowing the values of utility functions of all experts, it is possible to set a means of
choosing optimal solutions. For this purpose different functions can be used. Some
of them give solutions that are coordinated to a certain degree, while in the others
this is not obligatory. In this case a coordinated solution means that if one of the
experts gives an inadmissibly low estimation of the alternative, under no conditions
can it be accepted as the optimal alternative. The most widely used criteria are:

– Criterion of products. The alternatives with the maximum product values of the
utility function of all experts are chosen:

Zp =max
a

∏

j

Fj (a), (6.32)

where Fj (a) is the value of the utility function of the j -th expert for the alterna-
tive a.

– Minimax criterion. The alternatives for which the worst expert estimations have
maximal values are chosen:

ZMM =max
a

min
j
Fj (a). (6.33)

The decision taken according to this criterion cannot be worsened, as it corresponds
to the position of maximal caution.
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Gurvits’s criterion enables us to set a subjective measure of pessimism C.

ZHW =max
a

(
Cmin

j
Fj (a)+ (1−C)max

j
Fj (a)

)
. (6.34)

It should be noted that the above criterion (as well as the minimax) lets us choose
an uncoordinated solution having inadmissibly low expert estimations as an optimal
solution. However, if all the alternatives with low estimations are first eliminated,
the application of the above criterion can give interesting results [8].

6.2.6 Choosing a Group Solution on the Basis of Multicriterion
Estimation

The task of making a group solution on the basis of multicriterion estimation can be
formally presented as the task of mathematical programming:

Z
(
F1(a), . . . ,Fj (a), . . . ,FJ (a)

)→max
a
;

fij (a)≥ Ci, ∀j = 1, J , i = 1, Ij ,
(6.35)

where Fj = F(fi(a), . . . , fIj (a)) is the convolution of all Ij criteria for the j -th
expert; Z(F(a)) is a criterion of choice of the optimal solution based on analysis
of complex estimations of alternatives by all J experts; Ci is the limitation on the
value of alternative estimation by the i-th criterion.

It is also possible to use the other interpretation of the task:

F
(
Z1(a), . . . ,Zi(a), . . . ,ZIj (a)

)→max
a
,

fij (a)≥ Ci ∀j = 1, J , i = 1, Ij ,
(6.36)

where Zi(a)= Z(fi1(a), . . . , fiJ (a)) is a group estimation of the alternative by the
i-th criterion.

Method used to choose a single multipurpose group decision Based on the ac-
cepted concepts it is possible to suggest the following method for a group of experts
to make decisions when it is necessary to achieve several aims “simultaneously”:

1. Working out of criteria to be used to estimate variants of solutions on the basis
of shared opinion.

2. Estimation of significance of every criterion by calculating its weight by experts’
questioning. This allows us to define the utility function for the set of criteria.

3. Working out of variants of problem solution (alternatives).
4. Every expert estimates variants of solutions according to each criterion of esti-

mation. This makes it possible to define a utility function which juxtaposes the
valiant of solution and vector of its estimations according to the criteria.
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5. Complex estimation of each alternative by each expert taking into account its
“vector” utility function is determined. For this purpose “convolutions of crite-
ria” are used. In the other approach at this step a complex estimation of each alter-
native by each criterion separately—i.e., a group estimation for the criterion—is
determined. In this case it is necessary to apply criteria for choosing an optimal
solution.

6. Based on the resulting table of complex estimations of alternatives made by all
experts (or group estimations by criteria), optimal alternatives are chosen. To
this end, criteria for choosing optimal solutions (in case of group estimations—
convolutions of criteria) are used.

6.3 Assessment of Investment Project in the Multicriterion
Context

Investment decisions depend on a variety of different physical parameters. It is pos-
sible to unite these parameters into a uniform mathematical model only on the basis
of subjective representations of the decision-maker on the efficiency of alternatives
and importance of various criteria. Among the methods of multicriterion optimiza-
tion the most widely used methods are the T. Saati [6] method of hierarchies anal-
ysis and the L. Zade [17] theory of fuzzy sets. It should be noted that the analytical
method of calculation of the efficiency factor (hence, risk indicators) is too compli-
cated to be widely used and, as a rule, it is only used with elementary decision rules
(for example, Pareto [13]) or for problems with two criteria. In most cases the most
acceptable method is the method of statistical tests (Monte-Carlo).

6.3.1 The Hierarchy-Analysis Method as a Synthesis
of Quantitatively Measurable Expert Information

The purpose of the hierarchy-analysis method (HAM) is to provide support for
decision-making by means of hierarchical decomposition of tasks and estimation
of significance of alternative solutions [1, 6].

The first task here is of great importance: that of choosing a set of criteria against
which to measure alternatives. The HAM provides decomposition of the main target
to such a level of detailing that for the lower layer of the hierarchy it is possible to
formulate criteria such that it is possible to obtain a careful breakdown of how nearly
the target has been reached by the choice of one of the alternatives (Fig. 6.3).

The sets of values of these criteria are used to describe the outcomes of alter-
native variants. A utility function is established which reflects the preferences of
the decision-maker and is used to match each set of criteria estimates to a number
characterizing the efficiency of the alternative. Construction of the utility function
on the basis of a formal description of preferences assumes, in particular, the ability
of the decision-maker to make substitutions, i.e., in the simplest case to choose the
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Fig. 6.3 Target
decomposition

preferred of two alternatives, when the first is better than the second by the criterion
A and worse by criterion B with all other values being equal.

For each “sheaf” of a certain level of the hierarchy tree we construct vectors
of priorities of a satisfactory degree of coordination (or the given accuracy) gij =
(g

ij

1 , . . . , g
ij
Iij
), here i = 1;n is the number of the hierarchy level, j = 1;ni is the

number of the i-th level sheaf, Iij = 1;nij is the number of criteria of the j -th
sheaf of the i-th level (obviously, the number of sheaves is equal to the number
of criteria of the previous level). The vector of priorities with respect to the focal
point (the main level of hierarchy) is calculated using the well-known principle of
choosing branches (links of the tree) according to the logical characters: logical
“and” meaning multiplication of weights; logical “or” meaning addition. Therefore,
the indicator integrated with respect to each level is the sum of products of the
corresponding factors multiplied by the factor “weight.” If necessary, the vector
g = (g1, . . . , gI ) is normalized by the value (

∑
i=1;I gi)−1.

More often HAM uses the utility function in the form of additive convolution
(6.29). The vector g enables us to make a decision in multicriterion conditions, as
all its components express the aggregated preferences of the decision-maker con-
cerning alternatives.

The utility function F =∑I
i=1 gifi(a)= g · f (a), depending on the informative

load of alternatives (criteria) and type of measurement, can be used for traditional
purposes:

– to obtain point and interval estimations of the short-term forecast F ; in this case
the time series are analytically aligned with respect to all factors ai present in the
model, and the obtained relations ai(t) are used to make a point forecast

�
ai (it

would be useful to apply smoothing or adaptive methods), to calculate a standard
error and a confidence interval (6.10, 6.12);
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– to optimize allocation of resources ai (6.35, 6.36);
– to estimate management efficiency of the system: to compare the potential (p) and

planned (q) values of the target result F :

W = F (p)

F (q)
=
∑

i=1;I fi · f (p)
i (a)

∑
i=1;I fi · f (q)

i (a)
.

In particular, in the multicriterion context, the IP (investment project) model (6.3)
can be considered as an additive convolution of the criteria “monetary flows” with
weights:10

NPV =
K∑

k=0

gkCFk, (6.37)

where CFk is the forecast value of the pure currency flow in the k-th period; r is the
rate of discount.

When the forecast of changes in the currency flows CF with changes in the dis-
count rate r is reliable, the direct calculation (6.37) reduces the multicriterion task
of IP estimation to a single-criterion task: comparison of NPV values of all projects
taking part in the competition. Otherwise, the calculation of traditional indicators
by traditional methods is incorrect. One can either model a new indicator (which is
problematic) or suggest a “new” way of estimating the values of the known indi-
cator, for example, to use the HAM methodology: relative estimations of currency
flows generated by IP.

Let there be I projects. Let us assume:

– all IPs have the same duration of the life cycle K ;
– currency flows are independent, which allows us to compare IPs in terms of con-

crete CFk , independent of its dependence on the values of other currency flows.

In this case, the set of currency flows related to a certain IP is determined as

CF(IPi )=
(
CFi

0,CFi
1, . . . ,CFi

K

)
, i = 1, I .

In the multicriterion terminology CF,11 which describe alternative projects, act
as their criteria.

In this case the target decomposition will be presented as (Fig. 6.4):
Synthesis, in terms of the integral effect, can be written as (additive convolution

(6.29) in the corresponding notations):

g(IPi )=
K∑

k=0

g2k(IPi )g
1k(CFk), i = 1, I , (6.38)

10Normalization may be required to obtain a unit sum of weights.
11It is convenient to use the same notations for the criterion and its numerous values, since it will
cause no misunderstandings in the context.
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Fig. 6.4 Hierarchy of IP choice targets

where I is the number of estimated IPs; the values of weights, coordination of esti-
mated procedure are compared according to (6.14)– (6.18).

Having constructed an integral vector of priorities g = (g1, . . . , gI ), it is not dif-
ficult to rate the projects: gi < gj ⇔ IPi ≺ IPj , gi = gj ⇔ IPi ≈ IPj .

For example, as a rule, CF0 ≺ CF1 ≺ · · · ≺ CFK . The degree of priority is estab-
lished:

– by the expert method (for example, the Saati method or comparison in the three-
point scale);

– or by normalizing coefficients 1/(1+ r)k , k = 0,K in the IP model (6.3) based
on the forecast discount values.

In estimating alternatives the decision-maker uses the paired comparison to de-
termine more precisely what different in significance12 of currency flows the i-th
project generates in each k-th period of calculations.

The first step in choosing an IP is to analyze investment expenses. Let us assume
that there is a forecast of initial investments under projects IP1, IP2, and IP3: CF1

0 =
CF2

0 > CF3
0.

We get the following preferences: CF1
0 ≈ CF2

0, CF1
0 ≺ CF3

0, CF2
0 ≺ CF3

0. How-
ever, according to the informal information, the expert or the decision-maker esti-
mates the projects not in terms of the CF0 value but in terms of opinions (a fragment
of the matrix of paired comparisons, Table 6.1).

Using an “unreliable” forecast of the currency flows and taking into account ad-
ditional information (experience, intuition, situation, etc.), the expert constructs a
matrix of paired comparisons for the future periods, defining the superiority and
preferability of one IP over the other in terms of criterion CFk .

It is important to note that HAM is structured such that the conclusions of the
decision-maker can be reconsidered in order to achieve an acceptable level of agree-
ment [6, 7].

For IP estimation it is possible to use HAM variations. For example, let Ak

values—the incomes of the k-th period in the initial model (1.1)—be known (as
would be the case if, for instance, they were specified in the contract) and Bk = 0,

12Qualitatively, this means “higher.”
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Table 6.1 A fragment of
comparison

CF0 IP1 IP2 IP3

IP1 1 1 1/6

IP2 1 1 1/5

IP3 6 5 1

i.e., capital investments in the project are concentrated in CF0 = I0 and are not
exactly defined. Then to construct a matrix of pair comparisons of the k-th period
(k = 1,K) it is reasonable to use a continuous scale of ratios bkij = CFi

k/CFj
k . The

matrix of comparisons for criterion CF0 is, as before, defined by expert estimations.
In the analysis of investment risk one of the most important points is correct

calculation of the degree of influence of a set of factors on IP. HAM and its modi-
fications help solve this problem by means of hierarchical decomposition with sub-
sequent synthesis, which reveals relations through opinions of the decision-maker
and their integration according to the global purpose. For example, the following
analyses can be used:

– risk assessment (IP models must take into account possible threats and conse-
quences of undertaking the project);

– assessment of priorities in risk management (avoidance or rejection of risks, as-
sumption of risks, prevention of losses, reduction in the amount of losses, insur-
ance, transmission of risks, etc.).

Thus, for example, the system of risk analysis can assume decomposition of a
set of elements of the hierarchical structure taking into account complex IP criteria
[1, 15].

6.3.2 Assessment of Investment Project by Complex Criteria

The choice of criteria to be used to estimate the risk indicator depends on the
decision-maker and can be especially individual as it formalizes personal desires
and requirements for the quality of investment decision.

At the same time, there is a standard set of simple criteria which the decision-
maker can vary according to the specific conditions of the field of application and
territorial adjustment of the project.

The spatial location of the investment project defines a qualitative set (structure)
and power (the number of indicators) of the criterion set which, for convenience of
the decision-maker, is subdivided into categories (aspects, directions) that can be
used to calculate a quantitative integral indicator.

• Budgetary criteria: estimate efficiency of the investment project for the repub-
lic budget (region, area, city) and contribution of the project to the economy of
Kazakhstan (region).

• Commercial criteria: consider commercial economic efficiency of investment ac-
tivity related to the proposed project, its financial competence, solvency, etc.
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• Financial criteria: estimate safety of capital investments for commercial struc-
tures and the budgetary investor, comparing over time the forecast of revenues
with the forecast of necessary expenditures.

• Marketing criteria: forecast future competitiveness of production, identify exist-
ing and potential competitors, compare the results of IP performance with com-
petitors’ analogues and expected consequences of competitors’ activities on the
market, estimate demand and forecast the sales volume of goods or services, etc.

• Social criteria: these have to do with the social aspect of the usefulness of the
investment (in particular, potential impacts on the social infrastructure and de-
mographics), attitude of the administration and the population towards the imple-
mentation of the project, acceptability of the project to the local culture.

• Organizational/legal criteria: these are used to assess impacts of project activity
including legal and organizational readiness of the project for implementation and
project insurance (including possibility of attracting commercial co-financing).

• Resource criteria: refer to characteristics of resources for the technology sug-
gested in the project (including forecast cost, volumes, availability, ecological
state of initial resources, etc.).

• Technological criteria: take into account requirements and limitations on appli-
cation of the planned project technology including up-to-datedness, approbation,
scale, influence on the environment, etc.

• Ecological criteria: include qualitative characteristics and quantitative indicators
of ecological and economic efficiency of the investment project.

A set of indicators can be formed according to a range of factors encompassing
economic safety:

• Economic potential for sustainable growth.
• Support of scientific potential.
• Dependence of the economy on imports for the major production categories.
• Standard of living.
• Quality of life.
• Demographics.
• Ecology.

In terms of financial and socio-economic significance, arriving at an estimate for
IP potential assumes a great number of indicators of risk (indices of IP efficiency).
The task of estimating significance coefficients becomes more complicated with
increase in the dimension of the input data vector: the sum of weights cannot exceed
a unit, therefore weights in the multicriterion task are small, which in turn can affect
the error of the result.

Let us assume:

• The set of unit criteria is divided into various aspects—subsets of simple char-
acteristics. For example, the aspect {social structure} can include simple indices
{fraction of economically active population (%); increase in population (%); un-
employment of the active population (%); employment in the scientific and techni-
cal sphere (%); employment in the industrial sector (%); employment in agricul-
ture (%); preparation and retraining of personnel under the corporation profile
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(%), etc.}. Considering several levels of aggregation, a tree of criteria can be con-
structed.

• Weights are assigned to simple criteria present in every aspect, independent
of other elementary indices. In turn, the significance coefficients of composite
characteristics—aspects—are assigned independent of simple criteria.

The system of IP risk analysis includes a multicriterion analysis performed ac-
cording to the following steps:

1. Formation of a set of criteria.
2. Structuring of the set of criteria—construction of a criteria tree.
3. Unification of individual criteria (to transform to the same scale of measure-

ments).
4. Aggregation of criteria into aspects.
5. Calculation of complex criteria.
6. Determination of preference ratios.

Almost all methods of multicriterion optimization including the Pareto [13]
method and the HAM method of preferences can be adapted to investment activ-
ities [6].

Investment decisions are of necessity regulated by normative-legislative docu-
ments, preferences of all IP participants, interactions at all levels of the investment
sphere, etc.

The deterministic character of a real individual IP in a concrete situation defines
IP classification, therefore the project (risk) management responds to the particular
circumstances surrounding actual decision making.

The task of choosing the best variant for investment is bounded by:

• the volume of financial resources;
• the opportunities for their use.

The above limitations correspond to the two types of investment task:

1. Achievement of one purpose by different methods: choice of a monetary invest-
ment variant for achieving the purpose, from among the set of variants differing
by organizational, administrative, technological, economic, and ecological solu-
tions.

2. Investment of certain resources in order to achieve different purposes offering
possibilities for gaining income, profit, etc.

Methodologically both solutions, in case of not less than two variants, are re-
duced to the comparison of investment efficiencies and choice of the variant with
the best efficiency index in terms of the interests of project participants.

Investment planning means creation of groups of participants forming different
private solutions (technical, technical-economic, social, legal, etc.).

Each group has its specific features reflecting specificity of coordination of opin-
ions of individual participants, and each participant has his own interests and indi-
vidual “weight” in the structure of making investment decisions. Therefore, mak-
ing investment decisions is a process of coordination of interests on the basis of
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comparison of “weights” of all decision-making participants and development of
aggregated priorities.

For example, the regional investment policy as a set of possibilities and their sub-
sequent results includes coordination of interests of the individual IP with regional
aspects. In this context a specific feature of the regional policy is the method of its
realization:

• direct: allocation of the budgetary funds at the disposal of administration (through
privileged taxation, anti-monopoly policy, etc.);

• indirect: pushing uncontrollable off-budget resources in a desired direction, by
means of special methods and actions (price structuring, customs duties, etc.).

Selection of projects for investment (involving coordination of interests at indi-
vidual and regional levels) must be oriented towards reaching the best results not
only in financial, but also in social and economic spheres. The project must envis-
age: implementation of higher technologies; development of the raw-material base;
development of adjacent regional branches and transport infrastructure; organiza-
tion (extension) of export-oriented (import-substituting) production.

IP filtering through the set of financial and socio-economic criteria may require
multicriterion optimization: determination of a set of effective IP alternatives and
their ranking according to certain priorities.

The investment project management (and hence, creation of IP risk) has a hier-
archical structure.

The business-mission of a certain level (from individual to republic) is successful
if its investment activity develops in coordination with administration, infrastructure
of the corresponding region, and its resource potential (scientific-educational, tech-
nological, raw resources, etc.).

Let an assumption of agreement of interests be a compromise in the resolution
of conflicts: it is important to satisfy interests of all sides of investment activity ex-
cept in cases of forced decisions. Therefore formulation of the multicriterion task
of IP choice contains an objective component (amount of financing, time limita-
tions, ecological requirements, etc.) as well as a subjective component (system of
preferences—formalizable and non-formalizable, often intuitive estimates).

Estimation of the preference for some solutions over others is based on defini-
tion and comparison of connections between them; that is to say, it is related to the
concept of utility (the utility function), which unifies the parameters used to esti-
mate preferences for quantities measured in different scales of measurement or/and
different units of measurement.

Let the utility functions of investment results for the sides be denoted π(R) and
δ(R), where R are the vectors of risk arguments/indicators with intersecting defini-
tion domains. The extreme values of individual and regional utility functions will
be denoted as π(Rind∗ ) and δ(Rreg∗ ). In the general case points Rind∗ and Rreg∗ do not
coincide. For each side it is desirable that the extremum point be the point of making
an investment decision, and a point in the nearest vicinity of the extremum point be
the end of the investment project. Therefore the functions describing the agreement
of interests are considered as a composition of two functions: for ind (individual
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Table 6.2 Strategies of
individual IPs

IP time interests Region resource potential (classes)

Low Medium High . . .

Short-term (1;1) (1;2) (1;3)

Mid-term (2;1) (2;2) (2;3)

Long-term (3;1) (3;2) (3;3)

. . . . . . . . . . . . . . .

IP) this is a composition of π(R) and α(R), i.e., f ind(π(R),α(R)) while for reg
(region) it is δ(R) and β(R), i.e., a composition f reg(δ(R),β(R)). If the point of
reaching agreement is denoted Rc, its sides tend to the following values:
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A compromise tactic for reaching agreement is expressed as:
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where A, B are the agreement vectors.
Let us assume that in the two-factor space ‘time’–‘resource potential’ there ex-

ist strategies of participants in the individual IP which represent characteristics of
targets and tools for implementation of investment strategy (Table 6.2).

Coordinate positioning of the strategy assumes:

(1) calculation of Aiv , i = 1, I , v = 1,V—the aggregated indicator of the i-th re-
source potential of the v-th region according to the IP branch positioning;

(2) clustering of the regional potential (a method of rating on the basis of cluster
analysis).

For example, applying Euclid’s metrics to calculate the distances between the
integral elements of the set of regions {1, . . . , V }, we get

dsk =
√
√
√
√

I∑

i=1

(Ais −Aik)2, (s = 1;V ,k = 1;V ).

Using iteration clustering methods the set of regions is divided into clusters in
semantic meaning, for example the cluster {low; middle; high}. The region belong-
ing to a certain cluster and time interests of investors defines a realizable investment
strategy giving the acceptable risk level, and hence the utility function.

For the mid-term and long-term (especially important) investment processes it
is possible to monitor the dynamics of resource potential of the region and IP time
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horizon, making it possible to adjust the strategy of investors’ interaction in response
to regional aspects and thus to minimize the IP risk and/or to keep it below the
acceptable level.

The investment decision often implies assessing the degree of similarity of the
two compared strategies (interests) Pr1 and Pr2 by their qualitative characteristics
presented in the binary matrix

δij =
{

1, is the i-th indicator of the j -th object

0, otherwise.

In this case the degree of coordination Pr1 and Pr2 is calculated as

d1,2 = 2
∑I

i=1 δi1δi2
∑I

i=1 δi1 +
∑I

i=1 δi2
.

Compromise strategies with the minimum measure of similarity cannot be con-
sidered, as they lead to a mismatch of interests [16].

6.4 Probabilistic Approach to Quantitative Risk Assessment

The idea of quantitative probabilistic assessment of project risk is to determine the
IP risk level: the probability that the risk indicator will fall beyond the stability
zone [14]. In this case probabilities of “negative” deviations of sensitive character-
istics only are considered. (Fig. 6.5).

Let risk indicators Rd , d = 1,D be defined for each IP and let sensitivity char-
acteristic xj , j = 1;Jd be defined for each indicator; numerical boundaries of the
stability zone of each indicator’s parameters for negative deviations of sensitivity
characteristics (6.5, 6.6) and probabilistic distribution of negative deviations of the
values of every sensitivity characteristic are determined.

Let A=⋃
j=1,Jd

Aj be an ordered union of the set of negative deviations of the
j -th index determined by the random number generator Aj = {a1 ≤ a2 ≤ · · · ≤ asj }
for each d-indicator; aR1

j , a
R2
j , . . . , a

Rd
j , . . . , a

RD
j be maximal (limit) negative values

of the j -th index for which the stable level of indicators Rd,d = 1,D is preserved.
In the above conditions:

– the boundary value of the j -th index stability zone is

āj =max
d

{
a
Rd
j

}=max
{
a
R1
j , . . . , a

RD
j

};

– the boundary value of the stability zone of indicator Rd is defined as:

āRd =max
j

{
a
Rd
j

}=max
{
a
Rd
1 , . . . , a

Rd
Jd

};
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Fig. 6.5 Schematic representation of probabilistic quantitative risk assessment

– the common boundary of the stability zone of all sensitivity characteristics of the
project risk indicators can be defined as:

ā =max
d

{
āRd

}=max
{
āR1, . . . , āRD

}=max
d

max
j

{
a
Rd
j

}
.

The determination of boundary values allows us to subdivide sets A and Aj into
subsets of negative deviations of sensitivity characteristics which fall and do not fall
in the stability zone:

– for each j -th characteristic:

Aj =A′j ∪A′′j = {a1 ≤ a2 ≤ · · · ≤ ak ≤ āj } ∪ {āj < ak+1 ≤ ak+2 ≤ · · · ≤ asj };
– for each risk indicator:

ARd =A′Rd ∪A′′Rd
= {

a
Rd
1 ≤ a

Rd
2 ≤ · · · ≤ a

Rd
h ≤ āRd

}∪ {āRd < a
Rd
h+1 ≤ a

Rd
h+2 ≤ · · · ≤ a

Rd
fd

};
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– for the project as a whole:

A=A′ ∪A′′ = {a1 ≤ a2 ≤ · · · ≤ am ≤ ā} ∪ {ā < am+1 ≤ am+2 ≤ · · · ≤ as}.
Hence, the probability of project risks is defined as:

– for negative deviations of the j -th characteristic:

Pj = sj − k

sj
,

where sj is the total number of negative deviations of the j -th characteristic;
sj − k is the number of negative deviations falling beyond the project stability
zone for risks;

– for each indicator Rd : PRd = fd−h
fd

, where fd =∑Jd
j=1 sj is the total number of

negative deviations of all characteristics sensitive to indicator Rd ; fd − h is the
number of negative deviations falling beyond the stability zone;

– for the project as a whole:

P = N −m

N
,

where N =∑D
d=1 fd =

∑D
d=1

∑Jd
j=1 sj is the total number of negative deviations

of all sensitivity characteristics for all indicators; N−m is the number of negative
deviations falling outside the project stability zone.

It is assumed that the probabilities of escaping from the zone of investment attrac-
tiveness (stability zone) for every sensitivity characteristic (discount rate, expenses,
price, volume of production, demand, etc.) are often directly or indirectly linked.
Therefore, it is reasonable to determine general risks of individual projects using
the rule of multiplication of probabilities (it is possible to use conditional probabil-
ities).

Risk management assumes iteration of the process of in-depth factor–factor anal-
ysis of sensitive characteristics (search for risk sources and solution for their com-
pensation):

sensitivity analysis→ stability analysis

→ risk assessment→ alteration of sensitive features

(improvement of given data)→ new sensitivity analysis→ ·· · .

6.4.1 Simulation Modeling of Investment Risks

The essence of simulation modeling is repetitive reproduction of a random process
by means of replacement of experimental measurement of the values of real charac-
teristics by random processes by studying the values of these characteristics.
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A random process is reproduced by means of a mathematical model; herewith the
simulation model is in a constant cyclic operation process and situational correction.
Simulation modeling makes it possible to replace a formal mathematical proof by
expert decision based on the absence of contradictions between the model solution
and the values of the corresponding characteristics determined by other methods,
for example by methods of retrospective analysis. If the model conclusions and
the conclusions obtained by other means coincide within the tolerance limits, more
concrete model results can be considered as base data.

In terms of technology simulation modeling is a set of numerical experiments
designated to produce empirical assessments of the degree of influence of various
initial characteristics on some result depending on these characteristics (indexes,
criteria).

Nowadays, the study of models of any complexity is apt to use software-
programmable simulation methods based on numerical iterative procedures.

Simulation experiments on assessment and investment risk management can be
classified according to the target criterion:

• Simulations aimed at improving correspondence of the risk model to the dis-
played investment process [correction methods on the basis of a gradually moving
time base used to estimate coefficients of regression equations by the least-square
method; insertion of the adaptive identification algorithm into models with vari-
able structural coefficients].

• Simulations aimed at studying complex internal interactions in the social-
technical system presented by IP; studying of the influence of changes in the
investment project (risk) characteristics on project (risk) indicators [apparatus
of production functions including variable parameters; adaptive approach taking
dynamics into account].

• Simulations aimed at studying IP risk properties including dynamic properties
such as time stability, fluctuating motion, etc. [study of models with constant
coefficients related to a certain moment (period) of time; the concept of a model
with variable coefficients requires dynamic investigation methods].

• Simulations aimed at constructing a forecast risk model and IP scenarios at all
stages of the life-cycle. These provide a way to successfully direct the investment
process in order to achieve the maximum effect from its implementation [simula-
tion modeling in combination with adaptive approach].

From the mathematical point of view, the main idea of the Monte Carlo method
is to construct an IP model with indefinite values of parameters and to obtain a
distribution of project profitability that accounts for probabilistic distributions of
project parameters and correlations between changes in parameters.13

13The existence of correlated variables in the project analysis can lead to incorrect results: com-
puter iterations are a completely computerized part of the project risk analysis, therefore in consid-
ering key variables to be independent one can generate unrealistic project scenarios. For example,
if there are two negatively correlated variables, say price and sales volume, and if their correla-
tion coefficient is not exactly defined, there can be scenarios randomly generated by the computer
where both variables are either high or low, which will negatively affect the result.
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The generalized schematic of the method includes the following stages:

(1) to choose the criterion of project efficiency and to determine interrelations be-
tween input and output indices in the form of a mathematical model;

(2) to set a frequency distribution (to determine the type of probabilistic distribu-
tion, at least, approximately) for every variable influencing formation of the
cash flow;

(3) to carry out computer simulation of the key parameters and to use them to cal-
culate the resultant index value (in the framework of the model of probabilistic
risk analysis it is necessary to make a large number of iterations, which deter-
mine the limits of criterion variation and its distribution if different values of key
variables are substituted in the model in accordance with the given distribution);

(4) to use the obtained values of the chosen criterion of project efficiency to con-
struct its probability density function;

(5) to calculate the main numerical characteristics of distributions of input and out-
put indices (mathematical expectation, standard deviation, etc.);

(6) to calculate the coefficient of criterion variation and individual risk of the
project;

(7) to interpret the obtained results (to make a statistical and probabilistic analysis)
and to make a decision.

The results of the simulation experiment can be used as an informational sup-
port for making investment decisions provided that they are given correct statistical
treatment [1, 10, 11, 18].

6.5 Quantitative Risk Analysis Based on the Methods of Fuzzy
Mathematics

Let A be a universal set. For any object of the set a ∈ A only two possibilities are
considered: either the object belongs to the subset of F objects having a general
property or the object does not belong to the subset (the attribute is defined by
function μa):

μa =
{

1, if a ∈ F,
0, if a /∈ F.

In fact, the fuzzy boundaries between different gradations of a certain quality
of the same notion are fuzzy. Let function μa take up any values from the interval
[0;1]. Hence, the object a ∈ A may not belong to F(μa = 0), may belong to F to
a small degree (the μa value is close to zero), may belong to F to a considerable
degree (value μa is close to one), or may be beyond doubt an object of F (value
μa = 1).

Therefore, to describe fuzzy arguments fuzzy mathematics uses fuzzy sets [19–
22] F |F ∈ A; F = {(a,μa)}: a point (an object) is characterized by the degree of
its belonging to the set, i.e., the characteristic functions μa of sets F can take any
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values from the whole interval [0; 1]. According to this definition, ordinary subsets
are a subclass of the class of fuzzy sets.

In this context the investment risk assessment is the assessment of a measure of
possibility of undesired events during the investment process.

In this case the membership function of the corresponding fuzzy numbers defin-
ing such events is known or is determined by special methods.

After analysis of all sensitive input design parameters, according to the princi-
ple of generalization, the membership function of the project output parameter is
determined R =R(t1, . . . , tm):

μR(S)= sup
t1..tm|R(t1..tm)=s

min
(
μx1(t1), . . .μxm(tm)

)
,

where Xi are fuzzy numbers (fuzzy sets with domain in the form of a real axis in-
terval R1) with carriers SXi

= (til; ti2), til > ti2;μXi
(ti) is a possibility that a fuzzy

value Xi will take up value ti ; R(t1, . . . , tm) : R1 × · · · × R1 → R1 a functional
dependence of the output parameter on the input parameters, known by assumption.

The fuzzy number carrier R can be found according to the rules of interval arith-
metic as

SR =
{
s | s = t1 ⊗ · · · ⊗ tm, ti ∈ SXi

}
,

where ⊗ is an arithmetical operation.
The degree of information density defines a concrete interpretation of uncertainty

(in probabilistic, interval, or fuzzy aspect) and leads to a situation biased either to the
probabilistic distribution, to the fuzzy-interval assessment of the input/output infor-
mation, or to the combined operation by principally different mathematical methods.

The reduction of requirements to the degree of information density enables us
to broaden the constructive possibilities of the fuzzy subsets theory: fuzzy interval
arithmetic is a much simpler construction than probability theory or mathematical
statistics.

The following method can be used to calculate the distribution of possibilities πX
of a certain value X on the basis of its probabilistic distribution p(x). If the variable
X takes values from the set A, the possibilities distribution πX on the set A of the
variable X values is called the function

πX :A→[0;1],
which assigns πX(a) to eachX ∈A. πX(a)—the degree of possibility that a variable
X takes a value a.

If a fuzzy set F of possible values of this variable with the membership function
μF is given, then

πX(a)= μF (a), a ∈A.
In case of a discrete variable X with possible values {xi}, xi ∈ Ω , and corre-

sponding probabilities {p(xi)}, the values xi ∈Ω must be reordered in such a way
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that

pi1 ≥ pi2 ≥ · · · ≥ pij ≥ · · · ≥ piM .

For the above-mentioned ordering of the set Ω we have:

πi1 =
M∑

i=1

pi = 1,

πij = jpij +
M∑

k=j+1

pik , j = 1;M − 1,

πiM =MpiM .

(6.39)

It is also possible to get a reverse transformation by solving a system of equa-
tions;

pij =
M∑

k=j

1

k
(πik − πik+1), j = 1;M.

In case of continuous Ω the set of possible values [xmin;xmax] is divided into J
intervals [xj min;xj max], where x1 min = xmin;xj min = x(j−1)max (j = 2,3, . . . , J );
xJ max = xmax and the problem of finding the function of possibility distribution πX
is reduced to solution of Eq. (6.39).

It is possible to change frequency for intervals whose width is defined by the
α-significance level according to the following schema: to construct a model of
the studied system in the assumption of absence of uncertainties; to replace the
deterministic parameters by their exact or fuzzy interval estimations (fuzzy intervals
must have the same α-significance level); to calculate fuzzy intervals for output
model variables.

Such a transformation preserves quantitative information about the magnitudes
and location of possible values and qualitative information about probabilities. This
procedure is pictured schematically in Fig. 6.6.

Fuzzy interval A is a combination of α-level sets Aα :

A=
⋃

α∈(0;1]
αAα,

where Aα = {a | μA(a) ≥ α} is a precise set; αAα = {(α;a) | a ∈ Aα} is a fuzzy
set. The result of operations over fuzzy intervals will also be a fuzzy interval whose
parameters can be found according to the following rule:

if A=
⋃

α

αAα; B =
⋃

α

αBα,

then A+B =
⋃

α

α(A+B)α =
⋃

α

(αAα + αBα).
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Fig. 6.6 Transformation from frequencies to intervals

The following arithmetic operations can be made with precise intervals A =
[A1;A2] and B = [B1;B2] expressed as operations with real numbers, with the
interval boundaries:

A+B = [A1 +B1;A2 +B2],
A−B = [A1 −B2;A2 −B1],
A ·B= [

min(A1 ·B1;A2 ·B2;A1 ·B2;A2 ·B1);
max(A1 ·B1;A2 ·B2;A1 ·B2;A2 ·B1)

]
,

A/B = [A1;A2] · [1/B2;1/B1],
[A1;A2]k =

[
Ak

1;Ak
2

]
.

An example of the results of modeling using the probabilistic and fuzzy proce-
dures is shown in Fig. 6.7. The most probable values obtained by probabilistic and
fuzzy methods do not always coincide; to a large extent, the divergences depend on
the assumptions made at the stage of constructing the balance deterministic model
and simulation presumptions.

For financial managers and appraisers of projects with investments of relatively
small volumes, the most acceptable method of integral fuzzy estimation of the de-
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Fig. 6.7 Simulation results

Fig. 6.8 A membership
function of the ‘triangular’
number

Fig. 6.9 A geometric
illustration of making an
investment decision

gree of risk index Rα is based on the approximation of the initial data by “trian-
gular” fuzzy numbers. A “triangular” number A with the membership function μα
(Fig. 6.8) is equivalent to the formalization of the following statement: Parame-
ter A is approximately equal to ā and is unambiguously located within the range
[amin;amax]: A = (amin; ā;amax). In investment analysis such a simplification is
rational as it corresponds to the most commonly used “pessimistic, normal and op-
timistic” scenarios for the initial data. In contrast to the probabilistic approach, the
notion of randomness is replaced by the notions of expectedness and possibility.

Let A be the efficiency index of the project with fuzzy boundaries, and let W be
a criterion of project efficiency. A geometric interpretation of investment decision-
making is shown in Fig. 6.9.
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Fig. 6.10 Phase space
(A,W)

Let the ordinate of the cross point of the membership functions of the IP effi-
ciency indicator μA and the efficiency criterion μW be equal to α∗ which is the
upper boundary of the risk zone. In fact, a predetermined α-level defines the cor-
responding membership intervals [A1;A2] and W (degenerate, precise number). If
α > α∗, we have A1 > W , which means a one-hundred-percent confidence in the
project efficiency; in other words, the degree of risk of the project inefficiency is
equal to zero.

If 0≤ α ≤ α∗, the intervals intersect. This means there is an α-zone of inefficient
investments (Fig. 6.10), a region limited by lines w =W ; A= A1; A= A2 and by
the bisecting line of the coordinate angle A=W .

The interrelations between parameters W , A1 and A2, corresponding to the given
level (Fig. 6.10) give the following calculation of the zone of investment inefficiency
(length of α-risk zone):

Sα =

⎧
⎪⎨

⎪⎩

0, W <A1

W −A1, A1 ≤W ≤A2

A2 −A1, W >A2.

Under the given membership level α all realizations (A,W) are equally possible,
i.e., for α ∈ [0;1] it is correct

r(α)= Sα

A2 −A1
=

⎧
⎪⎨

⎪⎩

0, W <A1
W−A1
A2−A1

, A1 ≤W ≤A2

1, W >A2.

The integral measure of expectation of negative investment results or the index
of the risk degree is

Rα =
∫ α∗

0
r(α)dα (6.40)

where α∗ is the upper boundary of the risk zone.
It should be noted that:

• the values of the inverse function μ−1
A (α∗) are W ′ and W (according to the defi-

nition of upper boundary of the risk zone α∗);
• the values of μ−1

A (0) are Amax and Amin;
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• Ā is the greatest expected value of the fuzzy number A.

The upper boundary of the risk zone can have the following values:

α∗ =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, for W ≤Amin;
W−Amin
Ā−Amin

, for Amin <W < Ā;
1, for W =A;
Amax−W
Amax−A , for A<W <Amax;
0, for W ≥Amax.

Indeed, if, for example, Amin <W < Ā, then from the properties of similar tri-
angles (Fig. 6.9) it follows that α∗

1 = W−Amin
Ā−Amin

, etc. The unit value of the level α∗ is
marked for better illustration of variations of possible values.

From the similarity of triangles we have:

α

1
= A1 −Amin

Ā−Amin
⇒A1 = α(Ā−Amin)+Amin

α

1
= Amax −A2

Amax − Ā
⇒A2 =Amax − α(Amax − Ā)

In this case the degree of risk for the given level α is

r(α)= W −A1

A2 −A1
= W − α(Ā−Amin)−Amin

Amax − α(Amax − Ā)− α(Ā−Amin)−Amin

= W − αĀ−Amin(1− α)

(1− α)(Amax −Amin)

= 1

(Amax −Amin)
·
[

W
1

(1− α)
− Ā

α

(1− α)
−Amin

]

,

and the integral risk level (6.40) is:

Rα =
∫ α∗

0
r(α)dα

= 1

Amax −Amin

[−W ln(1− α)+ Ā
(
ln(1− α)+ α

)−Amin · α
]∣
∣α
∗

0

= Ā−W

Amax −Amin
ln
(
1− α∗

)+ Ā−Amin

Amax −Amin
α∗.

Let us consider the following case α∗ = W−Amin
Ā−Amin

, Amin <W < Ā.
A transformed special value of the risk degree will be:

Rα = (Ā−Amin)− (W −Amin)

Amax −Amin
ln(1− α∗)+ Ā−Amin

Amax −Amin
· W −Amin

Ā−Amin
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=
(

Ā−Amin

Amax −Amin
· W −Amin

W −Amin
− W −Amin

Amax −Amin

)

ln
(
1− α∗

)+ W −Amin

Amax −Amin

= W −Amin

Amax −Amin

[(
1

α∗
− 1

)

ln(1− α∗)+ 1

]

= W −Amin

Amax −Amin

(
1− α∗
α∗

ln(1− α∗)+ 1

)

.

Denoting R = W−Amin
Amax−Amin

, we will have

Rα =R

(
1− α∗
α∗

ln(1− α∗)+ 1

)

for α∗ = W −Amin

Ā−Amin
, Amin <W < Ā

To derive the formula of risk degree in case α∗ = Amax−W
Amax−A for A < W < Amax,

we must calculate the auxiliary quantities:

R = W −Amin

Amax −Amin
⇒

∣
∣
∣
∣
∣

W =R(Amax −Amin)+Amin;
1−R = Amax−W

Amax−Amin
;

α∗ = Amax −W

Amax −A
⇒A=−Amax −W

α∗
+Amax

=−Amax −R(Amax −Amin)−Amin

α∗
+Amax

=Amax − (1−R)(Amax −Amin)

α∗
.

Substituting the obtained expressions in the formula of the integral risk level
(6.40), we get:

Rα =
Amax − (1−R)(Amax−Amin)

α∗ −R(Amax −Amin)−Amin

Amax −Amin
ln(1− α∗)

+ Amax − (1−R)(Amax−Amin)
α∗ −Amin

Amax −Amin
α∗

= (Amax −Amin)(1− 1−R
α∗ −R)

Amax −Amin
ln(1− α∗)

+ (Amax −Amin)(1− 1−R
α∗ )

Amax −Amin
α∗

= (1−R)

(

1− 1

α∗

)

ln(1− α∗)+
(

1− 1−R

α∗

)

α∗

= α∗ − (1−R)

(
1− α∗
α∗

ln(1− α∗)+ 1

)

.
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A generalized formula of the risk degree taking into account the boundary con-
ditions is written as:

Rα =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0, if W ≤Amin,

R · ( 1−α∗
α∗ · ln(1− α∗)+ 1), if Amin <W ≤ Ā,

α∗ − (1−R) · ( 1−α∗
α∗ · ln(1− α∗)+ 1), if Ā≤W <Amax,

1, if W ≥Amax,

(6.41)

where

R =
{

W−Amin
Amax−Amin

, if W <Amax,

1, if W ≥Amax,
(6.42)

α∗ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, if W ≤Amin,

W−Amin
Ā−Amin

, if Amin <W < Ā,

1, if W =A,

Amax−W
Amax−A , if A<W <Amax,

0, if W ≥Amax.

(6.43)

It is obvious that the greater the uncertainty of the initial data, the higher the risk
level. The limiting cases of index Rα (for W =Amin; W =W ′ = Ā and W =Amax,
i.e., extremely low, average, and extremely high risks) give Rα ∈ [0;1]. In other
words, the constructed risk index satisfies the requirements of the measure function.

The IP model taking into account the unaggregated cost characteristics of the
project is expressed as:

NPV =
n∑

t=1

NCFt

(1+ r)t
+ S

(1+ r)n
− I0 (6.44)

where NCFt is the amount of the net flow of annuity payments for the period t :

NCF = [
Q(P − V )− F −A

] · (1− T )+A

Q is the production volume;
P is the price (1 item);
V is variable costs;
F is constant costs;
A is amortization;
T is income tax;
r is discount rate;
n is the duration of the project life cycle;
S is the depreciated cost of the project;
I0 is initial investments.
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Let sensitive parameters of the model (6.44) be defined with a certain degree of
initial or calculated (from the probabilistic distribution) fuzziness:

I0 = (I0 min; I0; I0 max)—the expert cannot exactly estimate the volume of invest-
ments at the moment of making decisions;
rt = (rtmin; rt ; rtmax)—the expert cannot exactly estimate the cost of capital used
in the project (the debt-to-equity ratio, the interest rate for long-term credit, etc.);
NCFt (NCFtmin;NCF;NCFtmax)—the expert forecasts the range of variations of
money making as a result of project realization, taking into account possible vari-
ations in price for marketable goods, costs of consumed resources, terms of taxa-
tion and other factors;
S = (Smin;S;Smax)—the expert does not exactly realize potential conditions of
the future sale of the ongoing business or its liquidation.

Setting the α-membership level defines the reliability intervals [A1;A2]
(Fig. 6.8). Applying interval arithmetic rules to the initial data [I01; I02], [rt1; rt2],
[NCFt1;NCFt2] and [S1;S2], we get:

[NPV1;NPV2]

=
[

n∑

t=1

NCFt1

(1+ rt2)t
+ S1

(1+ rn2)n
− I02;

n∑

t=1

NCFt2

(1+ rt1)t
+ S2

(1+ rn1)n
− I01

]

.

Thus, we can reconstruct the fuzzy number NPV = (NPVmin;NPV;NPVmax) by
two methods:

(1) by fixing the acceptable α-level of discretization and approximating the mem-
bership function μNPV by the broken line on interval points;

(2) by converting the fuzzy number NPV to a triangular form using calculations
on significant points of fuzzy numbers of the initial data (the condition α = 0
defines key parameters in the risk assessment, not approximately but on the
basis of analytical relations).

A fuzzy risk assessment (6.41) for the precise criterion W of the indicator NPV
is expressed as:

RNPV(α)=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, when W ≤ NPVmin,

R · ( 1−α∗
α∗ ln(1− α∗)+ 1), when NPVmin <W ≤ NPV,

α∗ − (1−R) · ( 1−α∗
α∗ ln(1− α∗)+ 1), when NPV ≤W < NPVmax,

1, when W ≥ NPVmax,



238 6 Mathematical Methods for Making Investment Decisions

Fig. 6.11 The membership
function for NPV and W

where auxiliary quantities (6.42) and (6.43) are:

α∗ =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, for NPVmin >W,
W−NPVmin

NPV−NPVmin
, for NPVmin <W < NPV,

1, for W = NPV,
NPVmax−W

NPVmax−NPV
, for NPV <W < NPVmax,

0, for NPVmax ≤W,

R =
{

W−NPVmin
NPVmax−NPVmin

, for W < NPVmax,

1, for W ≥ NPVmax.

The calculations of the fuzzy risk can be modified by using more complicated
conditions (higher degree of uncertainty). For example, let a fuzzy criterion of the
indicator NPV be added to the previous fuzzy conditions:

W = (Wmin;Wmax)—there is no precise decision for the criterion according to
which the project can be recognized as efficient.14

A geometric interpretation of the procedure of making an investment decision is
shown in Fig. 6.11. Let the ordinate of the cross point of the membership functions
of the IP μNPV efficiency indicator and the efficiency criterion μW be α∗ be the
upper boundary of the risk zone. In fact, a predetermined α-level defines the cor-
responding membership intervals [NPV1;NPV2] and [W1;W2]. If α > α∗, we get
NPV1 >W2, i.e., the membership intervals do not cross, which means that there is
a one-hundred-percent confidence in the project efficiency—or in other words, the
degree of risk of the project inefficiency is equal to zero.

If 0 ≤ α ≤ α∗, the intervals intersect; this means that there is an α-zone of in-
efficient investments (Fig. 6.12), a crosshatched region limited by lines W =W1,
W =W2, NPV = NPV1, NPV = NPV2 and by the bisecting line of the coordinate
angle NPV =W—the phase space (NPV;W).

14The classical criterion is W = 0. However, based on the strategic plans W can take any value,
even negative: if the project diversifies the investor’s activities and improves reliability of his busi-
ness or the investor consciously takes an increased risk for the sake of increase in the weighted
average capital return, the marginal project is accepted.
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Fig. 6.12 Phase space
(NPV,W)

Taking into account interrelations between parameters W1, W2, NPV1, and NPV2
the area of the α-risk domain is calculated as follows:

Sα =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, for NPV1 ≥W2,

0.5 · (W2 −NPV1)
2, for W2 > NPV1 ≥W1;NPV2 ≥W2,

0.5 · (W1 −NPV1 +W2 −NPV2) · (W2 −W1),

for NPV1 <W1;NPV2 ≥W2,

(W2 −W1) · (NPV2 −NPV1)− 0.5 · (NPV2 −W1)
2,

for NPV1 <W1 ≤ NPV2 <W2,

(W2 −W1) · (NPV2 −NPV1), for NPV2 ≥W1.

All realizations of the phase space (NPV;W) corresponding to the α-level are
equally feasible. Therefore the degree of risk of an inefficiency r(α) is a geometric
probability of the event that point (NPV;W) falls in the zone of investment unattrac-
tiveness:

r(α)= Sα

(W2 −W1) · (NPV2 −NPV1)
.

With an extensive information database a conclusion can be drawn about the
expediency of constructing a functional dependence (regression) of the probabilistic
and fuzzy risk factors as well as their reliability levels.

It should be noted that the risk assessment can be corrected during the life cycle
of project realization by recalculating the interval factor to account for changes in
factual data after a passage of time.

As the international system of enterprise efficiency factors envisages several risk
indicators, each of which has its own acceptability threshold (probably, a fuzzy ef-
ficiency criterion), the resultant risk degree can be estimated as Rα = maxi Rαi ,
where Rαi is assessment of the i-th criterion.

The degrees of risk are characterized linguistically as, for example, ‘risk levels’,
along with their range {Minimum, Average, Possible, Extreme, Disastrous}. There-
fore, having defined five membership functions μ(Rα), every investor can make a
description of the corresponding fuzzy subsets, referring to the particular project
[1, 15, 16].



240 6 Mathematical Methods for Making Investment Decisions

Fig. 6.13 Tasks in strategic control of IP logistics

6.6 Information Support for the Investment Project Analysis

In terms of risk analysis of the IP [23, 24], the most interesting aspect is the strategic
control of the IP logistics, the main tasks of which are presented as a block diagram
in Fig. 6.13.

Risk is the possibility of adverse events—the potential for destabilizing factors to
impact IP elements, which can happen at any moment of time if certain conditions
are formed. A rough quantitative description of properties important for studying
the real system—a source of information for quantitative risk assessment of the
investment project—is obtained by forecasting methods which must give practically
the same results:

• choice of the same variant from a variety of possible variants;
• the same assessment of the consequences of the chosen variant.

The forecasting stage is preceded by the iterative procedure of constructing a
mathematical model which is presented by:

• mathematical objects reflecting factors of the process-flow and influences on the
system;

• relations between mathematical objects.
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Fig. 6.14 Modeling IP system

The system approach to modeling presupposes studying successively decreasing
levels of generalization of information about the main factors and their interrela-
tions. In other words to formulate the IP targets one must:

• detect factors ‘sensitively’ influencing the IP cash flows;
• subdivide all factors into deterministic factors (with unambiguous estimate of

influence), risk factors (with probabilistic estimate of influence), and uncertainty
factors (with fuzzy estimate of influence);

• estimate the information field of the investment decision-making depending on
the dominance of one or another group of factors: future of the IP, calculated
alternatives of the future IP, multiplicity of IP outcomes within the intervals of
parameter variations; complete uncertainty of the future IP.

The analytical models must take into account the ratio of the sensitive risk factors
and uncertainty. Therefore modeling of the dynamic system of investment planning
is a parametric iterative process (Fig. 6.14) as it is a real-time control system for the
object whose characteristics change in time and a priori information is absent or
insufficient.

The information for the model can be subdivided into three types:

• information about system structure (in the form of mathematical equalities,
schematics, networks, diagrams, coupling matrices, etc.);

• information about parameter values (quantities not depending on input);
• information about state values (dependent variables) at a fixed moment of time

(or time function).

The main purpose of the modeled system is to provide information support for the
group investment decision on the project after preliminary comparison of different
variants accounting for risk. The functional structure of the IP management system
is shown in Fig. 6.15.

Risk is characterized by at least two parameters—possibility (probability in some
cases) of occurrence of an undesirable event (a threat) P and estimated scope of its
consequence X: R = {P ;X}.
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Fig. 6.15 A functional system of IP management

In such an approach the generalized scheme for analyzing the investment project
risk has the following structure (Fig. 6.16), where much attention is paid to strategic
controlling of the IP logistics (Fig. 6.13).

It is necessary to provide data quality control, as well as control and description
of uncertainties and assumptions—in other words, qualitative methodological and
informational support (Fig. 6.17).

6.6.1 Filtration of Investment Projects

Figure 6.18 is a schematic of investment project filtration.

• The idea can be formalized according to the acceptability criterion (due to limited
funding allocated to the enterprise) in the following way.

Let every project pri , i = 1; I be characterized by a complex of criteria (quantita-
tive and qualitative) {R1,RK}; let every j -th investor (j = 1;J ) be characterized by
a complex of preference functions fj . The limiting volume of investment resources
I0 (not taking reinvestment into account) is determined.
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Fig. 6.16 A conceptualization of IP risk analysis

Under these conditions in the finite set of investment projects Pr= {pr1,prI } we
choose pairwise disjoint subsets: PrD∗—the best projects for which the loan capital
volume required for financing does not exceed I0;PrD—projects with acceptable
efficiency; and PrD—projects that are financially unacceptable, i.e.

Pr
R,f,I0−→

⎡

⎣
PrD∗
PrD
PrD

such that

Pr= PrD∗ ∪ PrD ∪ PrD;
PrD∗ ∩ PrD =∅; PrD∗ ∩ PrD =∅; PrD ∩ PrD =∅;
∑

pri∈PrD∗
RI0(pri )≤ I0,

where RI0(pri ) is the volume of investment (loan) resources for financing the i-th
project pri by one of the criteria RI0 ∈ {R1, . . . ,RK}.
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Fig. 6.17 Sequence of stages of risk investment activity

When a single investment project is analyzed its belonging to one of the above
subsets is checked.

• Quantitative IP filtration according to the profitability criterion.

The essence of the procedure is a preliminary quantitative assessment of the prof-
itability of the set Pr= {pr1,prI }, thereby reducing the number of projects proposed
for financing.

In case of a single project there is a possibility to approximately estimate its
expediency (effectiveness, profitability), in other words whether it belongs to the set
PrR .

The idea of quantitative filtration is to separate a filtered subset of profitable
projects PrR ⊆ Pr from the set of investment projects Pr= {pr1,prI } in accordance
with the optimality principle.

Every element (project) priR ∈ PrR, iR = 1; IR, IR ≤ I of this subset either sat-
isfies the boundary Wk (k = 1;K) of economic efficiency (in accordance with the
chosen criterion Rk ∈R) or is in agreement with the acceptability threshold (critical
value) established by the decision maker, exceeding this boundary $k �Wk .

“Free” setting of the acceptability threshold provides flexibility according to
changes in R preferences of different investors. For example, the classical criterion
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Fig. 6.18 Stages of IP filtration

of investment decision-making on indicator NPV is comparison with the base value
W = 0. However, according to the agreement it can be practically any W value,
even negative, depending on the investment purpose.

The principle of optimality is generally expressed by the multiple choice func-
tion:

FR(Pr)= {
pri ∈ PrR ⊆ Pr

∣
∣Rk(pri) >$k,$k 
= const

}
,

where Rk (pri ) is estimation of the i-th variant of the investment project by the k-th
quantitative criterion Rk .

The projects that do not pass screening for acceptable profitability fall into the
investment unattractiveness zone.

Efficient (allowing for preferences) suggestions are subjected to further analysis,
for example on adaptability from the social point of view.

Filtration on profitability is based on project regulation not only according to one
criterion NPV:15 each criterion describes a particular aspect of the financial state

15The choice of this indicator for illustration of some situations is explained by its popularity.
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of the project, and only taken together do they give a clear picture of investment
solvency.

It is necessary here to take into account the possibility of exogenously assigned
reinvestment rate and the corresponding models for calculation of the modified IP
efficiency index.

The method of ranking projects with substantially different implementation peri-
ods can be based on the principle of “repetition recurrence of unlimited number of
times”:

NPV(K,∞)= lim
n→∞NPV(K,n)= NPV(K) · (1+ r)K

(1+ r)K − 1
,

where K is the project duration in case of single implementation; NPV(K) is a net
reduced effect of the initial project.

• Expansion of IP filtration by the values of aggregate factors

Here the idea of filtration is interpreted as shrinkage of the filtered set PrR of
projects acceptable in terms of profitability: PrA ⊆ PrR (or expansion of the condi-
tions for screening unacceptable projects).

Using the method of superposition of limitations (upper and/or lower acceptabil-
ity threshold for each k-th category) we sift out the projects whose aspect mag-
nitudes do not satisfy the acceptability threshold $k established by the user. The
choice function takes the form:

FA(PrR)=
{
pri ∈ PrA ⊆ Pr|Ak(pri) >$k,$k 
= const

}
,

where pri is the i-th IP variant from the set of projects acceptable in terms of prof-
itability; Ak(pri ) is the estimation of the i-th IP by the k-th aspect; $k is the accept-
ability threshold by the k-th aspect [25].

6.7 Examples of Investment Decision-Making

6.7.1 Assessment of Investment Project Variants

Much printed material is published on the principles of a small-scale business opera-
tion. A narrower specialization is the publication of scientific-technical texts, which
is typical of practically all large educational institutions.

To take into account all possible risks of investing in the project of organiza-
tion and operation of a university publishing centre (PC), we constructed a risk tree
formed in parallel with construction of the tree of PC targets. This refers to the class
of iterative procedures, as the tree of targets is formed by two sorts of expert/logical
operations:

• identification of interrelations between the structure of requirements (services and
the facilities to provide them), types and forms of services;

• numerical estimation of identified interrelations
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Fig. 6.19 Problem
formalization

which are not completely formalized and which are implemented on the basis of an
expert-simulation model. The model represents a formal schema ‘target → target
programs → resources → resource programs → plan’ that enables us to simulate
the system control procedure for which the main object of efforts is a person (an em-
ployee, a student of North Kazakhstan State University) with his needs. The model
is constructed on an invariant basis (irrespective of external add-ins). If it is nec-
essary to take into account the environmental influence, a complementary element
is included in the model but the model structure, the element order, relations, and
interrelations do not change [26–28].

6.7.1.1 Problem formalization

For PC operation (as a complex social-technical system S) it is difficult to formu-
late the notion of ‘failure’—as a rule, physical ageing and/or obsolescence of certain
elements leads to some deterioration of its ‘life’ quality but not to a full stop (catas-
trophe) of the system.

Taking into account a short life cycle of information technologies (the main PC
elements), the following situation is typical—from time to time it is necessary to
take one of the alternative decisions on investments. In particular, for the PC under
analysis these two main strategies were formulated:

V1—an extensive strategy increasing the efficiency of system functioning: pro-
duction accretion (tactics—lowering of expenses; strategy—lowering of incomes
and/or the degree of needs satisfaction);

V2—an intensive strategy increasing the efficiency of system functioning: tech-
nological breakthrough (tactics—increased expenses; strategy—increasing incomes
and/or the degree of needs satisfaction).

Waiting applications are removed if there is not enough production capacity or
there is no appropriate technology.

Figure 6.19 shows formalization of the problem.
The state E reflects ‘stationary’ object functioning with efficiency wE , moreover,

there is a possibility of investment.
The use of strategy V1 with probability PA brings the system to a state A char-

acterized by the response (efficiency) wA. After some time the system returns to its
‘initial’ condition—the need to make a decision.
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Table 6.3 System state System state at
phase start

System state at the end of the phase

E A B

E PA ≤R < 1 0≤R < PA –

A – PB ≤R < 1 0≤R < PB

The use of strategy V2 with probability PB brings the system to a state B char-
acterized by the response (efficiency) wB . Thus, the stage of ‘accretion’ is an inter-
mediate state, as after a certain period of time (the obsolescence of technology) the
necessity of making a certain decision arises again (the state B can be considered as
the state E).

The choice of strategy/strategies and rules is predetermined by the information
about the system state, its prehistory and functioning purposes.

In this case it is necessary to take into account a large number of possible states as
the specificity of the system does not allow it to be simplified, for example, reduction
to mass publishing, reduction in the range of products, etc.

Therefore, in spite of the popularity of analytical study of practical decision-
making problems (formalized in the framework of the theory of controlled random
processes, Markov processes, non-Markov processes reduced to Markov processes,
etc.), in practice the simulation approach is valid.

S modeling implies construction of the sampling of a standard basic (critical)
number R and a state table S at the end of the phase of application processing for a
certain service (Table 6.3), which is used to imitate the state of the system (service
start from state A is possible only under the second strategy).

Here we compare the results of different strategies, all functioning in the same
situation: without stops, under the same initial conditions, with the same random
numbers used in model testing.

In this connection a statistical problem arises—the use of common random num-
bers leads to correlation between responses.

It is obvious that to compare two strategies it is possible to examine not absolute
values of system responses but their difference, i.e., the dispersion of the difference
between the two compared models is:

DA−B =DA +DB − 2covAB =DA +DB − 2rABσAσB.

The use of strategies V1 and V2 corresponds to the two systems with identical
direction of response variation (the systems show the same reaction on the values of
input variables—both strategies stimulate increase in the efficiency of IP operation),
that is, we observe positive correlation between the responses of the systems being
compared.

To synchronize events in the simulated system, instead of two flows of random
numbers, a single flow where some random numbers are omitted is used (Fig. 6.20).

N is a planned number of served applications (if required it is possible to consider
nomenclature), Smax is the required number of simulation periods. Blocks 2–3: The
initial values are set, the system is in the state of “necessity of decision-making.”
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Fig. 6.20 A synchronization algorithm

Block 4 reflects the counter SM of incoming applications for services for one period,
with block 5 checking completion of simulation for this period. The next period S
is imitated in block 23. The counters of served applications correspond to strategies
RA and RB.

Notations of logical variables (flags):

FL1=
{

1, the system is in state E for strategy V1;
0, otherwise;
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FL2=
{

1, the system is in state E for strategy V2;
0, the system is in state A for strategy V2;

FLB2=
{

1, the system is in state B for strategy V2;
0, otherwise.

The synchronization itself (parallel functioning of two models) proceeds as fol-
lows: A random number Ri is generated and is used to imitate operation S first for
strategy V1, then for V2; then the next number Rj is generated, and so on. The state
of the system is estimated at the end of the period, and therefore, to avoid usage of
the same random number in two successive periods of application handling in the
same strategy, a logical variable is introduced:

FL=
{

1, the system is in state B for strategy V1;
0, otherwise

which provides generation of a new random number R for strategy V2, which was
not used in strategy V1 (the ‘extra’ R for strategy V1—state B is rejected).

A concrete estimation of strategies was made by comparison of the average num-
ber of completed orders for the corresponding transition probabilities and/or calcu-
lation of IP operating efficiency (specificity of the given IP is that profit is not al-
ways important). The decision sensitivity is analyzed by setting different values of
transition probabilities as input data and studying models in all possible ranges of
variables [24, 29].

6.7.1.2 Creation of Information Database

The task solution—organization and support of operation of the publishing centre—
had a variety of scenarios because of numerous answers to numerous questions, for
example: Must we open our own publishing house? Do we have a material base?
Where can we get means to organize production and circulating assets for the first
editions? What technology should we choose and, accordingly, what is the sequence
of equipment purchase? Will the new enterprise survive in its competitive environ-
ment? This variety of problems generates numerous sources of risk, hence in addi-
tion to financial estimation of the business plan (investment project) it is necessary
to make a risk analysis.

As the information base we used expert (professionals in similar enterprises,
information technology specialists, specialists with appropriate qualifications) es-
timations of diagnostics of the university investment environment and specialized
literature materials. Expert estimations were taken into account with the following
corrections:

– for traditional (popular) and latest technologies;
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Fig. 6.21 The result of processing information on the main characteristics of the model

– for the main idea of the model of the university publishing house—a supplement
of the new parameters (satisfaction of creative needs of publishers and printers at
the stage of production and marketing) to the traditional model (characteristics:
supply, demand, circulation, profit, production costs, etc.).

The following concept of detecting risk objects and sources is suggested:

– the risk objects are grouped using the 5π principle: people, product, price, place,
promotion;

– the sources of risk are: underused internal advantages, unsettled internal difficul-
ties, unrealized external possibilities, unaccounted-for external threats.

The result of processing information on the main characteristics of the model of
an abstract publishing house is construction of enlarged risk trees (Figs. 6.21–6.25).
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Fig. 6.22 The result of processing information on the main characteristics of the model

6.7.1.3 A Computer Experiment

Quantitative information material is obtained with the help of simulation models de-
tailing the PC functioning under different strategies (the concrete model is realized
in the special modeling environment Stratum).

A simple model corresponding to the extensive strategy has two processing
channels—a computer (channel 1) and a copier (channel 2). The following variants
of the order of processing can be used:

• Only computer typing (type 1)
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Fig. 6.23 The result of processing information on the main characteristics of the model

• Only copying (type 2)
• First typing and then copying (type 3)

Every channel has its specific feature—the amount of time needed to process one
page of the order.



254 6 Mathematical Methods for Making Investment Decisions

Fig. 6.24 The result of processing information on the main characteristics of the model

The simulation model has five images calculating the data.
Image 1 is the source where the initial data for the event are formed:

– It checks if the event has happened (in this case using the Poisson law); the rate
of orders was chosen experimentally and was set equal to 2.5;

– The type of event (a uniform random event);
– The number of pages in the order (a uniform random number, type 1—less than

50, type 2—50 to 150, type 3—more than 150.

Further all calculated information is transmitted by connections to images, which
model operation of channel 1 and 2.

Image 2 is responsible for operation of channel 1, computer:

– If an event of type 1 or 3 happens, it is checked if the channel is occupied or not;
– If the channel is occupied, the number of rejections increases by 1 point,
– If the channel is free, the type of the order is checked.

• If type 1, the number of processed orders and pages increases and the other
parameters of the channel are re-calculated (occupation, dead time rate, etc.);

• If the event is type 3 the data on the volume are transmitted to channel 2;

– If the channel is free the order processing starts, and if the event is type 3 the
number of pages in the order is stored in the buffer.
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Fig. 6.25 The result of processing information on the main characteristics of the model

Image 3 is responsible for operation of channel 2 and the copier. Its operation is
similar to that of channel 1. The only exception is that information is not transmitted
to channel 1 (image 2).

Images 4 and 5 calculate performance of the channels (service parameters, dead
time rate, average service time, etc.) getting all necessary information through the
links with the first three images.

An example of service system functioning during a one-month period: 211 pages
were typed (30 rejections), 271 pages were copied (15 rejections).

A more complicated model satisfying an intensive strategy includes six process-
ing channels: 2 computers (channel 1, channel 2—backup), a copier (channel 3),
an ink-jet printer (channel 4), a risograph (channel 5), a thermo-binding machine
(channel 6). The following variants of order processing are available (+ means “in
addition to”):

• Computer typing (type 5),
• + copying (type 6),
• + printing on the ink-jet printer (type 7),
• + printing on the risograph (type 8),
• + printing on the risograph and stitching on the thermo-binding machine (type 9),
• Only copying (type 1),
• Only printing on the ink-jet printer (type 2),
• Only printing on the risograph (type 3),
• Only printing on the risograph and stitching on the thermo-binding machine.

Every channel has its own parameter—time needed to process one sheet of the
order.
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The simulation model contains 7 basic images for calculating data and 5 service
images for determining characteristics of channels.

Image 1 is a source where the initial data of the event are formed. It determines:

– whether the event has happened (using the Poisson law); the rate of orders was
chosen experimentally and was set equal to 2.5;

– the type of event (a uniform, random event), but the fractions are not uniform;
– the number of pages in the order; depending on the type of order the number of

pages can vary from 50–4,500 pages.

Then, by the connections, all calculated information is transmitted to the images,
which model operation of the channels.

Image 2 is operation of channel 1, computer 1:
If the event has type 5–type 9, it is checked whether the channel is occupied:

– If the channel is occupied, the information is transmitted to channel 2 (backup
computer);

– If the channel gets free, the type of the order is checked.

• If the event has type 5—the number of processed channels and pages increases,
other channel parameters are recalculated (occupancy, dead time rate, etc.)

• If the event has type 6–9—the data about the volume is transmitted to the cor-
responding channels;

– If the channel is free—the order processing starts and if the event has type 6–9,
the number of pages in the order and the type of the event are stored in the buffer.

Image 3 is operation of channel 2, the backup computer. The information to this
image is transmitted only from channel 1. All other procedures are similar to those
of channel 1 except for transition of the order to channel 1 (instead of this the num-
ber of rejections increases).

Images 4 and 5 simulate operation of the copier (channel 3) and the ink-jet printer
(channel 4), respectively. Their operation is similar to that of the first two channels,
but the information is not transmitted further and only characteristics of channels
are recalculated.

Image 6 simulates operation of the risograph. In case the order requires process-
ing on the thermo-binding machine, after processing on this channel the information
is transmitted to image 7 (thermo-binding machine) [25].

6.7.1.4 Quantitative Risk Assessment

Formation of money flows ($1= T 76 16).
The first strategy. Startup costs of the equipment are $2,000, the salary is $100

(per month), a ream of paper (500 sheets) is $4 (50 % for two-side printing), filling

16The exchange rate is taken for the moment of work execution.
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of the copier for 1,200–2,000 sheets is $10, one copy costs $0.2, typing of one page
of the text costs $0.3 (the fraction of typing from the number of sheets ordered for
printing is 30 %).

The second strategy. Startup costs of the equipment: risograph $14,000, computer
$750, thermo-binding machine $9,500, ink-jet printer for A3 $1,500, salary $200
(per month), a ream of paper (500 sheets) $4, a roll of master-tape $60 (200 frames),
a tube of mastic $20 (for 7425, 50 % for two-side printing), a copy costs $0.2 (60
copies per minute, operates 2–3 hours per day), cost of typing of one page is $0.3
(the fraction of typing from the number of sheets ordered for printing is 30 %).

The teaching aids are published in 50–100 copies of an average volume of 50
pages; usually one-page orders are made in 400 copies. The ratio of the orders is
30 % to 70 %. The results of operation of a simulated publishing center and assess-
ments of experts are documented as the interval data and are processed according to
(6.44)

The First Strategy

Input parameters:
Production quantity = 400–600
Price per item = 0.2–0.3
Direct expenses = 0.025–0.037
Fixed expenses = 100
Amortization = 20–25
Profit tax (in fractions) = 0.30
Discount rate (in fractions) = 0.2
Depreciated cost = 0
Startup investment = 2,000
Project term = 2 years

Result: Net present value (NPV): [−2033.4;−1913.68]
Conclusion: The project is unprofitable.

The Second Strategy

Input data:
Production quantity = 30,000–70,000
Price per item = 0.25–0.3
Direct expenses = 0.01
Fixed expenses = 200
Amortization = 3,862
Profit tax (in fractions) = 0.3
Discount rate (in fractions) = 0.2
Depreciated cost = 7,000
Startup investment = 25,750
Project term = 5 years
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Result: Net present value (NPV): [−4,817.93;22,605.98]
The risk is 3.5 %

The first variant for creation of the publishing center was rejected according to
the criterion of profitability (meaning that the PC can operate only on the grant-in-
aid auxiliary base).

The second strategy shows a low rate of risk according to the criterion of ef-
ficiency. But the assessment using risk trees (Figs. 6.21–6.25) gives a higher risk
level. The additive risk indicator, which is used here, estimates nonlinear relation-
ships created by the trees caused by the dead time of service channels: The rate of
received orders logically decreases and can be taken into account by the parameters
of the simulation model.

This approach, developed on the basis of imitations, can be recommended where
there are no alternative business plans or when necessary for administration of long-
term projects.

6.7.2 Comparative Assessment of Business Plans in Terms of Risk

Different methods of assessment of risk and characteristics of its sources can be used
in the course of development of business plans and formation of integral criteria.

To retain risk within the acceptable boundaries is one of the aims of risk man-
agement. Therefore the main element of investment activity is to prevent possible
problems—a set of conditions and factors leading to adverse changes during realiza-
tion of the investment project. Instability of agricultural productivity and, in partic-
ular, deviation of the economic process parameters from the hypothetical curves of
stable (continuous or alternating but logical) time variation has negative influence
on projects connected with the agribusiness industry (for example, raw material
processing). The degree of such instability is a quantitative assessment of risk of
uncertainty initiated by fluctuations in economic processes [26].

One of the initial parameters threatening food supply safety in the region is insta-
bility in crop production which, in its turn, directly or indirectly leads to instability in
supply to the market of both raw materials (intermediate product) and foodstuffs. In
particular, forecasting of the results of long-term influence of crop-producing insta-
bility on projects for meat production (sausage, smoked products) includes several
stages:

1. Detection of a random component of time series parameters—crop-production.
2. Detection of a random component of time series parameters—rate of consump-

tion of meat products per capita.
3. Calculation of elasticity of the food market conditions (in the corresponding sec-

tor) by the crop-producing fluctuations in the long-term period.

As a solution to the first problem we presented the time series y(t) as an additive
three-component model:

y(t)= yt (t)+ v(t)+ e(t),
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yt (t) is a trend (a logical component reflecting the main trend of development); v(t)
is a periodic component (a logical component reflecting periodical fluctuations);
e(t) is a random component.

It helps to shift the main point of investigation from estimation of instability to
estimation of errors in filtration of regular dependencies:

e(t)= y(t)− [
yt (t)+ v(t)

]
.

The trend is determined by the traditional least squares method; in North Kaza-
khstan regions the main tendencies in the dynamics of the main parameters (the
data for the 15-year period)—production of crops, potatoes, vegetables, forage root
crops, oilseeds, and hay—are quite reliably (90 %–95 %) approximated by linear
downward trends (a small annual increase is only demonstrated by the linear trend
for forage root crops).

Testing the hypothesis of absence of a cyclic component by the variance test
displayed the presence of a periodical crop-production component in the trend. It
is convenient (and not difficult technically as it is built into the software) to use
harmonic analysis to measure periodic fluctuations after exclusion of the trend from
the initial series, i.e., in the deviations E(t)= y(t)− [a0+ a1t] of the values of real
and model crop-production. The cyclic component is filtered by the expansion of
the periodical (assumption) function v(t + kT )= v(t) in a Fourier series:

v(t)=
T∑

k=1

Ak cos(k�t + ϕk),

where � = 2π/T is the (Nyquist) fundamental frequency; frequencies k� are har-
monics of the fundamental frequency, Ak , �k are parameters (the Fourier constant
and phase) determined by the methods of the linear regression analysis if T period is
known and by the methods of spectrum analysis otherwise. For the practical use of
the harmonic regression model v(t), we leave only harmonics determining the main
dependencies of the series under consideration. The variance analysis allows us to
use successive insertion (stepwise regression) of harmonics with the highest weights
in order to calculate the variation of productivity Qv =∑

t (v(t)− Ē)2 determined
by the model and the determination index (explainable fraction of productivity level
dispersion); R2 =Qv/Q= 1−Qe/Q, where Q=∑

t (E(t)− Ē)2, generally cor-
rected for the average level of productivity dispersion, Qe =∑

t (E(t)− v(t))2—a
random variability inside the chosen model. As a rule, three or four harmonics pro-
vide a considerable increase in the explainable variation (inclusion of a greater num-
ber of harmonics in the model does not give any visible increase in the explainable
variation). The model v(t), whose adequacy and accuracy are checked beforehand,
“adjusts” the aligned levels of productivity deviations with respect to the trend (regu-
lar fluctuations); the deviations have periodicity—the result of overlapping of waves
with 1-to-4-year phases. The variation with respect to the theoretical values reflects
instability of the studied risk factor—crop productivity. In this case the degree of
tolerance 1− R2 (estimates the degree of incoherence of independent parameters)
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or the “risk factor” 1−√R2 is taken as the measure of uncertainty (irregular fluc-
tuations in crop productivity). Almost all crops growing in the North Kazakhstan
region have high level of “risk” (more than 30 %); the highest risk of production un-
certainty refers to growing of crops (0.41 %) and forage crops (0.39 %); the lowest
production risk was established for hay (0.27 %).

Instability in productivity leads to instability in production of some types of food-
stuffs and/or forces the search for additional suppliers of raw materials. As a result,
it causes negative consequences for food supply safety in the North Kazakhstan re-
gion: instability in supply of agricultural products and their processing on the food
market. In particular, this fact is reflected in consumption of the above products per
capita. In the framework of this project (the second problem) we approximated the
real dynamics of meat consumption per capita—the effective factor has a clearly
pronounced trend changing from rising to falling, which according to the minimum
criterion of residual variance is best straightened by the quadratic trend (as a whole,
according to the dynamics of basic foodstuff consumption per capita, sharp decrease
in consumption in the North Kazakhstan region refers to the beginning of the 1990s).
A considerable periodical component of the dynamics of average per capita con-
sumption was not detected; factual deviations of per capita meat and meat-products
consumption from the quadratic trend with 0.5 reliability level are also described by
the quadratic expression.

The third problem is reduced to the assessment of the degree of statistical de-
pendence between irregular variation in the average per capita meat consumption
and irregular variations in crop productivity providing supply of raw materials for
the production. Taking into account different lags in responses of efficient factors to
random factor fluctuations we calculated paired correlation indices of random devi-
ations for a long-term period in the series of meat consumption and productivity of
the main cultivated crops. The values of paired correlations reflect sensitivity of the
foodstuff market to the variations in productivity and can be used as an estimation
of potential threat to the food supply safety in the region and as a risk parameter of
the corresponding investment projects. According to the data from the North Kaza-
khstan region the consumption of meat products has a clearly seen correlation with
zero lag for such factors as hay (over 50 %) and crops (over 35 %); correlation with
1-year lag for hay (more than 0.40) and forage crops (more than 0.50); and 2-year
lag correlation for forage crops (more than 0.40). It should be noted that correlations
less than 35 % were not taken into account [27].

Risk indicators of the investment project are characterized not only by quanti-
tative but also by qualitative aspects, which are more difficult to “measure” as the
degree of uncertainty of qualitative information increases due to low formalizability.
This research uses several methods of quantitative assessment of qualitative param-
eters.

For example, in estimation of a vacuum packing manufacturing line three dif-
ferent technologies were used. As the criterion we took the minimal number of
deviations from the standard in check measurements (Table 6.4).

According to the theory of single-factor variance analysis and taking into account
that every j -th group gradation of the criterion “technology” has a different number
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Table 6.4 Minimal number
of deviations from the
standard in check
measurements

The number of deviations
in check measurements (i)

Packaging technology (j)

1 2 3

1 1 2 4

2 3 3 5

3 2 2 3

4 1 1

5 0 4

6 2

7 1

of observations i = 1;nj , j = 1,2,3, we tested the zero hypothesis of the absence
of influence of packaging technology on the correspondence to the quality standards
at the significance level α = 0.05.

Actually observed statistics value is F = 6.52. The critical value of Fisher’s F -
statistics at the significance level of α = 0.05 and degrees of freedom k1 = 2 and
k2 = 12 is equal to Fα; k1; k2 = 3.89. As F > Fα; k1; k2, the zero-order hypothesis
is rejected, i.e., with reliability 0.95 one can state that the choice of technological
line for vacuum packing can considerably affect the quality of finished products:
R2 = 0.52.

The “center of gravity” of deviations17 from the standard allows us to conclude
that the first technology is better than the other two technologies. As the business-
plan project _1 implies usage of the first technology, it can be stated that according
to this criterion it does not occupy the worst place.

A method that is rather successful in practice is that of numeralization when
the preference function18 π is constructed on the base scale B and reflects a set of
alternatives Pr into the number axis R1 as: π : B→ R1, B ∈ Rverbal is such that π
(pr1) > π (pr2)⇔ pr1 is better than pr2, where pr1, pr2, are alternatives from Pr;
Rverbal is the space of basic scales; verbal is the number of qualitative criteria.

In other words, a number-estimation is prescribed to every qualitative alternative,
equivalent alternatives are estimated by the same values of the preference function,
and the better of the two alternatives is prescribed a higher value. Therefore the
process of numeralization of the qualitative criterion is reduced to calculation of the
preference function:

R = Rverb −Rmin

Rmax −Rmin
+ g,

where R
def= π is the preference function (numerical value) of the qualitative crite-

rion; Rverb is the value of the qualitative criterion on the basic scale; Rmax, Rmin are
the upper and lower boundaries of the interval on the basic scale where the value

17In this case the sampling is too small to make a conclusion based on expected values.
18A numerical value of the linguistic variable.
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Fig. 6.26 Scale of demand satisfaction

Fig. 6.27 Scale “market level”

of the qualitative criterion is contained; g is a numerical weight assigned to the
linguistic variable determined in the considered interval.

For example, the three business plans for organization of sausage-producing out-
lets have practically the same criteria (future competitiveness, budget, availability of
raw materials, levels of processing, organizational/legal, ecological). However, the
business-plan_1 with a rather high level of individual financial risk in the aspects
(satisfaction of purchase requirements, market level) has a considerable advantage.
For this plan, “scenario” expert estimations {minimal, expected, maximal}, prob-
ability of losses—41.1 % and fuzzy risk estimation—26.4 % were calculated and
basic scales presented in Figs. 6.26 and 6.27 were constructed.

Gallup poll showed that probability of deviation to the “worse” side of the crite-
rion “demand” is about 0.03.

Marketing studies with reliability 0.05 allows us to state that the product will
enter the inter-regional market (at the first stage—Astana).

The number of scales and gradations introduced for the qualitative criterion de-
pends on how thoroughly the problem has been studied by experts/specialists. Fi-
nally, this method of quantitative estimation of qualitative characteristics can prop-
erly describe the situation [28–31].
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Chapter 7
Multi-Objective Stochastic Models for Making
Decisions on Resource Allocation

The development of methods and models for making decisions on resource alloca-
tion is an important trend in modern science. However, in spite of a large number of
publications on the subject, many problems related to resource allocation still need
more thorough investigation. The least studied problems are those that deal with the
methods and models of making decisions under conditions close to actual ones, i.e.,
when the parameters affecting the system are not completely defined or when the
functioning system (and/or its objects) has several purposes and/or parameters used
to assess the quality of its functioning. The necessity of taking into account a great
number of probabilistic factors makes it necessary to develop stochastic models, and
the desire of the decision-maker to minimize damage caused by the deteriorating en-
vironment makes it necessary to develop methods enabling him to revise the initial
plan, which finally results in the development of multi-stage models and methods of
their optimization.

The problems of optimization with a large number of criteria were considered in
numerous publications of such well-known authors as R. Keeny, Ch. Rife, B. Rois,
T.L. Saati, and P.S. Fishburn. The problems of multi-criteria optimization were also
studied by O.I. Larichev, V.V. Podinovsky, V.D. Noghin and others. The basics of
stochastic programming were formulated in D.B. Yudin’s papers. The problems of
incomplete information related to model optimization were considered in the works
of D.A. Pospelov, F.F. Yurlov, A.N. Kovalyov and others. In the Saint-Petersburg
State University there is a group of scientists headed by V.V. Kolbin that studies
the problems of decision-making under conditions of incomplete information. The
development of the market economy in Kazakhstan makes stochastic programming
an area of high potential for scientific research, having important practical applica-
tion.

Based on the combined target functionals constructed in accordance with clas-
sical choice principles, such as egalitarianism and utilitarianism, three new models
of resource allocation have been developed. The use of the same selection policy
over a long period proves to be inefficient; in practice, a combination of various
resource allocation policies is actually more effective. This feature of resource allo-
cation problems makes this method different from other similar methods and models
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for making decisions on resource allocation under conditions of incomplete infor-
mation.

7.1 Applicability of Multiple Criteria Optimization Methods

From the viewpoint of decision-makers, all known methods of multi-criteria opti-
mization are more or less voluntary combinations of standard heuristic techniques
not having any clearly outlined limits of applicability. In cases where applicability
areas are indicated, the decision-maker’s requirements for the structure of prefer-
ences turn out to be unrealistic. In actuality, there are practically no methods that
enable us to establish the extent of adequacy of a certain model to the real structure
of preferences with regard to a specific task.

As is, any information on the structure of preferences, even if it is used by
decision-makers, is arbitrarily interpreted by them as the values of certain parame-
ters within the framework of a selected model.

Here is a typical example of an arbitrary interpretation of information on the
relative importance of criteria by decision-makers. As a rule, the decision-maker is
unaware of the actual meaning of received information. For example, the decision-
maker assumes that in any message “the first criterion is more important than the
second one,” which may affect the model parameters in various ways and, conse-
quently, affect the final decision.

As is known from practical experience, as a rule decision-makers are inclined
to choose a certain model of the structure of preferences for making complicated
engineering decisions more or less randomly, based on assumptions that are of sec-
ondary importance in terms of model adequacy. This inevitably results in making
decisions that are not optimal in terms of the real structure of preferences.

The above-listed models of multi-criterion optimization are devoid not only of
a common theoretical basis but also of a well defined terminology. On the other
hand, the concept of the choice function reflecting the idea of optimality in the most
general sense has been developed and is successfully studied in the general theory
of the best option choice. However, due to the high level of generalization of the
theory, the properties of the choice function are mostly considered from theoretical
combinatorial positions. The structure of the criteria space and other characteristics
of multi-criteria tasks of making complicated engineering decisions are taken into
account to a much smaller extent. This seems to be the reason why the results and
concepts of the decision theory are seldom used in papers considering engineering
problems.

The structure of decision-maker preferences, even if it is considered in articles,
is treated only as a utility function. In most cases, a model is chosen from a narrow
parametric family, which has only some plausible characteristics.

At the same time, it is clear that modeling of the structure of decision-maker
preferences must be oriented at the structure itself, expressed as a choice function
in the criteria space. As it is impossible to determine the choice function with a high
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degree of precision, it is necessary to develop a model that would approximate it as
the choice function in the criteria space.

7.2 The Decision-Making Problem of Resource Allocation
in Terms of Utility Theory

7.2.1 Classical Principles of Choosing Alternative Solutions

Planning economic activities of enterprises is one of the most important factors of
free market relations. In market conditions, the effective prices of all products and
resources are established by competing manufacturers and consumers themselves,
and that is why any enterprise or company determines the range and amount of its
output independently. Production plans must be promptly adjusted in response to
any changes in the market situation. The production plan must be flexible and eas-
ily adaptable to the market environment. To formulate economic goals, to ensure
rational business management, and balanced and resource-based planning, it is nec-
essary to develop and study extremal models of choosing decisions on allocation of
various and usually limited resources.

In the general case, is not always possible to make a final decision as it depends
on two major aspects: firstly, the choice of decision-making policy and purpose;
secondly, availability of resources that determine the area of admissible decisions.

Whereas the contextual aspects of the strategies of resource allocation can be co-
ordinated, the resources are limited, and that is why the resources can be distributed
only under the condition of ordering relations. To introduce order relations, it is pos-
sible to use such choice principles as egalitarianism, utilitarianism, multiple-choice
compromises, guaranteed minimum, stability in a certain specified sense, fastest
achievement of the required level, etc.

In the theory of cooperative decisions, egalitarianism and utilitarianism are re-
garded as classical choice principles [1].

Definition 7.1 Egalitarianism is a desire to equalize individual utilities of the coali-
tion agents.

Definition 7.2 Utilitarianism is a desire to maximize the sum of individual utilities.

Based on the above, the problem of limited resource allocation can be presented
as a problem of making a collective decision by matching an admissible solution
to the levels of the vector of individual utilities u = (u1, u2, . . . , un), where ui is
the utility of the i-th agent. In this case the agent means a certain type of resource
or an area in which the resource will be used. In the specified range of admissible
vectors, the collective decision is presented as a result of the mathematical rule
which identifies one vector as the community’s choice.
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Egalitarianism originates from the ancient principle of justice: equal agents must
be equally treated. The application of this choice principle leads to equalization of
individual utilities of the coalition agents [2].

The egalitarian utility function Feg = maxi=1,N ui coincides with the value of
utility of the least successful agent.

Utilitarianism regards individual utilities only as a way of improving public wel-
fare and may sacrifice interests of an individual agent for the sake of increasing
collective utility [3].

The utilitarian decision-making program consists in maximization of the function
Fut (u)=∑N

i=1 ui on the set of admissible utility vectors. When such an economic
policy is implemented, preference is given to the objects and areas which give max-
imal increase per unit of investment, whereas other low-profit areas and objects are
not considered.

In terms of response to public needs, the principle of a guaranteed minimum
of social development and needs satisfaction proves to be the most efficient. The
amount of the guaranteed minimum is determined by comparing the level of social
development in the country with the international experience. The utility function of
the guaranteed minimum principle can be presented as ui > P for i = 1,N , where
P is a fixed constant.

Another important requirement is stability of the choice when it is necessary to
foresee sustainability of social and economic development in face of insufficient
natural and financial resources, worsening environmental situation, social tension
and other factors that may have a negative impact on the implementation of public
programs.

7.2.2 Aggregation of Preferences in the Course
of Decision-Making

If experts, specialists, heads of divisions and other decision-makers act as agents in
the process of making decisions on allocation of limited resources, then to construct
a utility function, a target functional of the optimization problem, it is necessary
to aggregate individual utility functions and preferences of each of the agents. Let
us consider the possibility of aggregation of preferences from the viewpoint of an
individual making decisions (for example, a CEO at the enterprise) [4].

To choose the best option for resource allocations in the conditions of absolute
certainty, it is sufficient to construct a utility function of the decision-maker denoted
as v with x consequences. If we denote N criteria as V1,V2, . . . , VN , the evalua-
tions of which will be expressed as utility functions of experts v1, v2, . . . , vN , the
aggregation problem will be reduced to the following function:

v(x)= vD
[
v1(x), v2(x), . . . , vN(x)

]
, (7.1)

where v and vD are utility functions of the individual making decisions under con-
ditions of certainty. This representation is based on a number of assumptions.
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Firstly, in case of properly selected scales, preferences of the decision-maker for
consequences x are characterized by functions vi . As each vi function is determined
with an accuracy up to the positive monotonous transformation, before comparing
individual utilities, it is necessary to normalize the scales used to measure them.

Secondly, for all i the structure of preference of every individual is fully deter-
mined by the function vi .

Thirdly, v(x) contains the assumption that the decision-maker knows vi func-
tions, otherwise the problem would be uncertain.

Let us consider the possibility of aggregating individual preferences under un-
certain conditions. In general terms, the problem formulated by K.G. Errow [5] can
be stated as: determine the group ranking of alternatives if the ranking of the set of
alternatives made by each member of the expert team is known.

To choose the best alternative under conditions of uncertainty, we will have to use
the decision-maker’s utility function, which we will denote u for consequences x.
Let us use symbols U1,U2, . . . ,UN to denote criteria of the utility functions of
individuals u1, u2, . . . , uN . In case of a “pure” model of decision-making under
uncertain conditions, it is necessary to find a suitable type of function uD , such
that

u(x)= uD
[
u1(x), u2(x), . . . , uN(x)

]
, (7.2)

where u, uD are the decision-maker’s utility functions.
The above model is based on a number of assumptions. The most important one

is that the decision-maker’s interest can be characterized by the function ui . It is also
assumed that the structure of the individual’s preferences can be represented by the
function ui for all i. In contrast to model (7.1), in model (7.2) it is not necessary that
the decision-maker must know all ui with high degree of certainty. In the expression
(7.2) u1(x) is the utility function of Individual 1 for a specific consequence x. At
this stage, his preferences with respect to x may include both good and bad feelings
towards other individuals.

Let u be a utility function of the decision-maker, and ui be utility functions of
individuals or groups of individuals whose opinion is important for the decision-
maker, and that he finds it necessary to take into account while making his decision.
The decision-maker is fully responsible for the choice of the alternative, and it is
he who must identify possible substitutions between different values of individu-
als’ utility functions i = 1,N . The individuals themselves do not take part in the
decision-making process. Only the decision-maker will weigh the advantages that
certain individuals might gain by choosing certain alternatives.

J.C. Harsanyi [6] formulated a set of necessary and sufficient conditions under
which the group utility function can be written as a weighted sum of individuals’
utility functions: u(x)=∑N

i=1 λiui(x).
All these tools enable us to consider aggregation of individual preferences as a

task of fuzzy mathematical programming, which will allow us to construct a group
utility function and group preferences by aggregating individual preferences of each
participant of the decision-making process.
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7.2.3 Optimality of Making Decisions on Resource Allocation

Due to the limited resources invested in the development of the object in a certain
period of time, it is impossible to achieve an ideal state in all respects. That is why
it is necessary to determine a means of allocating resources whereby each area can
be supported at a certain fixed level that enables the object to remain in an opera-
tional condition during a certain period of time. This level is called the guaranteed
minimum.

The Pareto optimality principle is a cornerstone of most theories on group deci-
sions.

Definition 7.3 According to Pareto, an alternative is optimal if any other alternative
that is more preferable for some members of the group is less preferable for the other
members of the group.

The Pareto optimality principle states that an alternative must never be selected
unless it is optimal in accordance with Pareto’s definition. Under this approach it
would be possible to enhance the extent of satisfaction of at least some individu-
als, without infringing the others’ interests. The only rational approach would be a
Pareto-optimal decision [6, 7].

Definition 7.4 From the viewpoint of egalitarianism, resource allocation is said to
be at its best when it provides achievement of a certain reference state of the area
(object) development as a result of maximally fast elimination of disproportions in
the development of areas (objects).

Definition 7.5 From the viewpoint of utilitarianism, resource allocation is regarded
as best when it provides maximal overall development of areas (objects).

Definition 7.6 The principle of choice of the decision-making policy on resource
(means) allocation is internally stable if among alternative Pareto optimal decisions
no one is more preferable.

Definition 7.7 The principle of choice of the decision-making policy on resource
(means) allocation is externally stable if it satisfies the unanimity principle (or if it
is Pareto optimal).

The utilitarian policy of resource allocation provides investment in quickly de-
veloping areas and objects, which gives maximal profit from invested resources.
When such economic policy is implemented, preference is given to objects and ar-
eas which yield maximal increase per unit of investment, whereas other low-profit
areas and objects are not considered.

Egalitarianism originates from the popular ancient principle of justice: equal
agents must be equally treated. An application of this choice principle leads to equal-
ization of individual utilities of the coalition agents. When all agents equally benefit
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from cooperation, there remains no room for envy and disappointment. However,
this principle of choice, seemingly simple, may contradict another postulate of col-
lective decision-making—that of unanimity and efficiency. According to the latter,
in case each agent involved prefers decision a to decision v, decision v cannot be
taken. In other words, the selected individual utility vector must be Pareto opti-
mal. The unanimity principle may come into contradiction with simple matching
of individual utilities. To avoid this, let us formulate the efficiency principle as fol-
lows: egalitarianism means pursuit of equality through “augmenting” utilities for
the “poor” and not through “destruction” of welfare of the “rich.”

In other words, egalitarianism provides for internal stability whereas external
stability is ignored. Equal agents gain equal benefits that may be so small that they
will bring their cooperative gain down to a negligibly small value.

Utilitarianism provides for external stability and ignores internal stability. The
cooperative gain is chosen to be the highest but it is not equally divided among
the agents. Consequently, from the viewpoint of “suffering” agents, the benefit is
divided unfairly.

If the same classical principle is applied over a long period, social and economic
crises become inevitable. Therefore, these principles must be used in combination.
It is reasonable to consider the possibility of multi-criteria compromise choice, the
components of which are the two classical allocation methods (egalitarianism and
utilitarianism). The simplest combination is a linear combination with weighing
coefficients the sum of which equals 1.

There are also other feasible combinations of classical methods.

7.2.4 Principles of Choosing Decisions on Resource Allocation
Combining Classical Choice Principles

Definition 7.8 The resource allocation is called proportional when financial flows
for each area are proportional to the differences between their reference states and
the current level.

In this approach it is possible to bring all areas to certain reference states simul-
taneously. The more the current state of area i lags behind the reference state, the
more funds are to be allocated for the development of the area and, hence, for the
elimination of disproportions in its development.

The model of making decisions on resource allocation based on the principle of
uniform development is a particular case of the linear combination and the principle
of proportional development.

Definition 7.9 The resource allocation policy will be called proportional if it is
aimed at gradual smoothing of disproportions between areas.

In view of the limited amount of resources being invested in the development
of an object within a certain period of time, it is impossible to achieve a reference
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state in all respects. That is why it is necessary to determine a way of allocating
resources whereby each area is supported at a certain fixed level that enables the
object to remain in an operational condition during the indicated period of time. It
would be logical to call this level “the guaranteed minimum.”

Definition 7.10 The resource allocation policy aimed at maintaining the object in
an operational condition is called the resource allocation principle with a guaran-
teed minimum.

Financial investments in the development of various areas are aimed at minimiza-
tion of gross differences between the levels of their development that characterize
the current state of the object against its reference state in the economic system.

Definition 7.11 The gross difference between the current level of the area develop-
ment and its reference state is called the value of disproportion in the development
of an economic entity.

Definition 7.12 The principle of resource allocation that enables one to achieve a
minimal disproportion in the development of an economic entity is called the policy
of distance minimization.

Definition 7.13 The resource allocation must be regarded as best when the dispro-
portion in the object development has the lowest value.

Definition 7.14 The resource allocation must be called optimal if it provides
achievement of the reference state of the object.

In practice, the reference state is hardly achievable.
Therefore, usually not an optimal decision but the best of possible alternative

decisions on resource allocation is sought.
In the process of management of an economic entity, the resources are often

allocated to weak sectors at the expense of better developed areas.

Definition 7.15 The resource allocation is termed a policy of “patching” when
priority is given to the needs of areas which, in terms of their development, are the
farthest from the reference state.

Let us consider a problem of making a decision on allocation of certain limited
resources. Let us assume that there is a fixed amount of physical, financial and other
resources to be allocated (or reallocated) to ensure efficient operation and support
of the current state of an economic entity. The problem is to allocate the resources
in such a way as to ensure a maximal return on the investment.

Let us consider the following model for decision-making on resource allocation.
Let us assume that:

t ∈ [1, T ] are the periods of decision-making on resource allocation;



7.2 The Decision-Making Problem of Resource Allocation in Terms 273

c(t)= ϕ(t)+ψ(t) is a certain amount of resources where:
ϕ(t) are the resources to be allocated at a given point of time t ,
ψ(t) are the resources to be retained in the storage or reserve fund of the enter-
prise. Monetary resources of the reserve fund can be used at a certain point of
time τ ⊂ [1, T ];
i = 1,2, . . . , n are areas/sectors to which the resources must be allocated. It
should be kept in mind that the development of one area does not depend on
the development of the other areas;
n is the number of possible areas for investment and use of the resources available;
ui(t) is the amount of the resources to be invested in area i within time period t ;
yi(t) is the level of development of area i at a given point of time t ;
ȳi is the reference state of area i at a specified point of time T ;
Si(t) is the efficiency of investments in area i at a certain point of time t , i.e., gain
per unit of invested resources.

Let us assume that the value of disproportion in the object development decreases
proportionally to the resources invested:

yi(t)= yi(t − 1)+ Si(t)ui(t)+ di(t),

where di(t) is an external factor, it usually has a negative value.
The problem of decision-making on allocation of physical and financial resources

can be formulated as follows:

F
(
y1(t), y2(t), . . . , yn(t)

)→ extr;
n∑

i=1

ui(t)≤ c(t)= ϕ(t)+ψ(t);

yi(t)= yi(t − 1)+ Si(t)ui(t)+ di(t);
yi(1) > 0, yi(t)≥ yi(t − 1), Si(t)≥ 0, c(t) > 0, ui(t)≥ 0;
i = 1,2, . . . , n, t ∈ [1, T ],

where F(y1(t), y2(t), . . . , yn(t)) is the optimality criterion.
In order to compare the efficiency of the system functioning in different variants

of resource allocation, let us move from considering the absolute indicators yi(t),
i = 1,2, . . . , n (values with names) to the relative indicators of type | ȳi−yi (t)

ȳi
| (di-

mensionless values). Since ȳi ≥ yi(t), i = 1,2, . . . , n, the sign of the module can be
omitted in the relative indicators, i.e., ȳi−yi (t)

ȳi
, i = 1,2, . . . , n.

For the purposes of resource allocation, we can use as targets functionals that
meet both the classical principles of the choice of decisions (egalitarianism and
utilitarianism) and the principles of multi-variant compromise choice.
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7.3 Formulation and Convolution of Criteria in Monocriterial
Decision-Making Models

In forecasting, strategic planning and decision-making on innovations, it is of-
ten necessary to solve multidimensional decision-making problems. To solve a
multi-dimensional problem on economic planning and scientific and technological
progress for a long time interval, it is necessary to analyze decision-making with a
number of assumptions to be taken into account [8].

1. The state of an economic system at different points of time is not known with a
high degree of certainty. Therefore deterministic models will be too rough and,
under the circumstances, it is necessary to use stochastic models.

2. In economic systems, decisions are made periodically, i.e., at approximately reg-
ular intervals, and the decisions made affect the objects during finite time periods.

3. Economic quantities, as a rule, are measured at discrete moments in time. There-
fore a discrete form of describing decision-making problems in the innovation
process better corresponds to reality than an indiscrete form.

4. In search for solutions, it is often necessary to take into account several targets
that complement or compete with each other. The problem of decision-making is
an optimization problem with several target functions, also known as the problem
of vector optimization.

Any economic decision-making problem at any aggregation level must be formu-
lated as a stochastic, discrete, multi-criteria (or multi-objective) optimization prob-
lem [9].

Investigation of the multi-objective optimization problem requires the develop-
ment of methods of specification and control of such key elements as normalization,
convolution, priority, studying of specific choice principles and analysis of their
properties, such as improvability, sensitivity and sustainability.

In constructing decision-making models, much attention is paid to the choice of
targets as they play an important role in the economic interpretation of the problem.
In order to satisfy different conditions, it is necessary to use a compromise, which is
one of the types of classical policies for making an economic decision. The simplest
way to find a feasible compromise decision is to construct a new function for goal
f on a number of sub goals fi (i = 1,2, . . . , n) in accordance with a specific rule
defining the “optimum” concept. The rule defining the concept of optimum is called
“the principle of choosing a solution to a problem of multi-objective optimization.”
The choice principles include classical choice principles (egalitarianism, utilitarian-
ism) [10]) and other principles that combine classical [11] choice principles with
Pareto, Slater, equality, Nash [12], Hurwitz criteria, etc.

Mathematically, classical rules for choosing an optimal decision with a finite
number of subgoals n can be formulated as:

feg = max
1≤i≤n

fi (7.3)

fut =
n∑

i=1

fi. (7.4)
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Definition 7.16 Normalization is a single-valued transformation F → F (where F
is the function space in which all components of the multi-objective indicator f are
determined) that converts the objective functional f ∈ F into another element of
space F .

Let us describe some basic methods of normalization of egalitarian and utilitarian
functionals.

Natural normalization of the egalitarian functional gives the following functional:

max1≤i≤n fi −minfi∈F max1≤i≤n fi
maxfi∈F max1≤i≤n fi −minfi∈F max1≤i≤n fi

.

Natural normalization of the utilitarian functional gives the following functional:
∑n

i=1 fi −minfi∈F
∑n

i=1 fi

maxfi∈F
∑n

i=1 fi −minfi∈F
∑n

i=1 fi
.

Reducing the egalitarian and utilitarian functionals to the dimensionless form,
we obtain:

max1≤i≤n fi
ν[max1≤i≤n fi]

and
∑n

i=1 fi

ν[∑n
i=1 fi]

Normalization of comparison of the egalitarian and utilitarian functionals gives
the following expressions:

max1≤i≤n fi
maxfi∈F max1≤i≤n fi

and
∑n

i=1 fi

maxfi∈F
∑n

i=1 fi

Savage normalization of the egalitarian and utilitarian functionals gives:

max
fi∈F

max
1≤i≤n

fi − max
1≤i≤n

fi

and

max
fi∈F

n∑

i=1

fi −
n∑

i=1

fi.

Normalization of averaged egalitarian and utilitarian functionals gives the fol-
lowing functionals:

max1≤i≤nMfi
∑

fi∈F max1≤i≤nMfi
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and

M
∑n

i=1 fi∑
fi∈F M

∑n
i=1 fi

.

The relations of priority, preferability and importance make it possible to con-
cretize the optimization problem, to analyze the socioeconomic model, and to make
economic assessments, for example assessments of profitability and efficiency [13].

Methods and deterministic models of resource allocation were developed based
on combinations of classical policies: classical utilitarism + policy of a guaranteed
minimum; classical egalitarianism + policy of proportional distribution; policy of
proportional distribution + classical utilitarianism + policy of a guaranteed mini-
mum.

Some other combinations are also possible. The coefficients related to particular
policies can vary, but the sum of their weighing coefficients must be equal to unity.

As the application of the same classical resource allocation policy for a long
period of time is considered undesirable, combined allocation policies have been
developed [4, 15, 18, 21]:

1. Classical utilitarianism + policy of a guaranteed minimum.

All areas must be brought to the level of a guaranteed minimum, and the re-
maining resources must be allocated to the most profitable areas. The mathematical
model of the problem can be presented as follows:

n∑

i=1

(
ȳi − yi(t)

ȳi

)

→min;
n∑

i=1

ui(t)≤ c(t)= ϕ(t)+ψ(t);

yi(t)= yi(t − 1)+ Si(t)ui(t)+ di(t);
yi(1) > 0, yi(t)≥ yi(t − 1), Si(t)≥ 0, c(t) > 0, ui(t)≥ 0;
0 <Pi(t)= yi(t + 1)≤ yi; Pi(t)≥ Pi(t − 1);
i = 1,2, . . . , n, t ∈ [1, T ].

2. Classical egalitarianism + proportional allocation.

In this case a certain part of resources is equally divided among all the areas and
the other part of resources is allocated among the areas proportionately to their gain
per unit of investment. The mathematical model of the above allocation is written
as:

α

(

max
i=1,n

(
ȳi − yi(t)

ȳi

))

+ (1− α)

(

ui(t)−
ȳi−yi (t)
Si (t)

∑n
i=1(

ȳi−yi (t)
Si (t)

)

)

→min, 0≤ α ≤ 1;
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n∑

i=1

ui(t)≤ c(t)= ϕ(t)+ψ(t);

yi(t)= yi(t − 1)+ Si(t)ui(t)+ di(t);
ȳi ≥ yi(t);
yi(1) > 0, yi(t)≥ yi(t − 1), Si(t)≥ 0, c(t) > 0, ui(t)≥ 0;
i = 1,2, . . . , n, t ∈ [1, T ].

3. Proportional distribution + classical utilitarianism + policy of a guaranteed
minimum.

All the areas get resources classical utilitarianism to their profit per unit of in-
vestment and the remaining resources are channeled to the development of more
promising areas provided all other areas have minimal operational conditions. The
mathematical model of such a combination of resource allocations can be presented
as follows:

α

(

ui(t)−
ȳi−yi (t)
Si (t)

∑n
i=1(

ȳi−yi (t)
Si (t)

)

)

+ (1− α)

(
n∑

i=1

(
ȳi − yi(t)

ȳi

))

→min; 0≤ α ≤ 1;
n∑

i=1

ui(t)≤ c(t)= ϕ(t)+ψ(t);

yi(t)= yi(t − 1)+ Si(t)ui(t)+ di(t); yi(t)≥ yi(t + 1), yi(1) > 0;
ȳi ≥ yi(t);
Si(t)≥ 0, c(t) > 0, ui(t)≥ 0;
0 <Pi(t)= yi(t + 1)≤ yi; Pi(t)≥ Pi(t − 1);
i = 1,2, . . . , n, t ∈ [1, T ].
Some other combinations could be also considered.
A combined policy of classical egalitarianism and proportional allocation of re-

sources has proven to be efficient for allocation of public investments in the con-
struction of educational institutions. In these cases the available resources are allo-
cated in such a way as to put into service a maximal number of facilities, even at the
expense of suspending work in some other sites.

In the conditions of incomplete information, the optimization problems are
solved by application of pure and combined strategies. In pure strategies the solu-
tion is represented by a vector—an optimal solution to the problem. In mixed strate-
gies the solution is a probabilistic distribution of the optimum plan components.
While solving problems through application of both pure and mixed strategies, the
results may depend or may not depend on observed realization of random values
that appear in the statement of the problem. If the decision precedes the experimen-
tal observations, an optimal plan of the problem on decision-making in conditions
of incomplete information is found through well-known sampling of probabilistic



278 7 Multi-Objective Stochastic Models for Making Decisions

parameter values (or stochastic characteristics). In this case the problem solution
does not depend on current realizations of probabilistic values. If the problem on
decision-making is solved after experimental observations, the observation results
are taken into account in the optimum plan.

Definition 7.17 Solution of the decision-making problems in pure strategies will
be called decision rules.

Definition 7.18 Solution of the decision-making problems in mixed strategies will
be called decision distributions.

Definition 7.19 If the solution of the decision-making problem in the conditions of
incomplete information is accepted before observation of probabilistic parameters,
we say that the decision is determined by the zero-order decision rule.

Definition 7.20 If the solution to the decision-making problem in the conditions of
incomplete information is accepted after observation of probabilistic parameters, we
say that the decision is defined in deterministic vectors (or the first-order decision
rules).

Definition 7.21 If the solution of the decision-making problem in the conditions of
incomplete information is accepted before observation of probabilistic parameters
of the conditions, we will call the obtained decision rules or decision distributions
a priori decision rules or a priori decision distributions.

Definition 7.22 If the solution of the decision-making problem in the conditions of
incomplete information is accepted before observation of probabilistic parameters
of the conditions, we will call the decision rules or decision distributions a posteriori
decision rules or decision distributions.

The decision-making models used in the conditions of incomplete information
can be single-stage and multi-stage. In the single-stage models the decision is made
once and is not corrected afterwards. In the multi-stage models the decision can be
revised many times.

As there are many important reasons for making corrections in the decisions, it
is necessary to use multi-stage models of stochastic programming:

1. In the management process, it is not always possible to simultaneously monitor
real values of all probabilistic parameters that are included in the target function
and limitations of the problem.

2. From the information viewpoint, final corrections of the decision must be made
as late as possible when the values of all real parameters are already known.

3. Sometimes, to provide for satisfactory functioning of the process (or object) be-
ing modeled, it is necessary to take some actions with strictly determined time
intervals.

4. Delayed corrections tend to impair the efficiency of the implemented decision.
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5. Shorter time spent on corrections may result in higher risks or additional costs.

However, the necessity of corrections is not a result of deficiencies in the plan-
ning system. When planning is implemented in the conditions of uncertainty, cor-
rections to the plan are inevitable.

7.4 Single-Stage Stochastic Models for Limited Resource
Allocation with Probabilistic Constraints

To provide for setting of economic tasks, rational management, and balanced and
resource-based planning, it is necessary to develop and study extremal decision-
making models on resource allocation. However, a final decision cannot be made
randomly. Ultimately, the decision depends on two major factors: firstly, the
decision-maker’s final objective and policy, and secondly, the ratio of available and
required resources.

Planning and management processes are associated with uncertainty and risks,
and that is why decision-making problems on resource allocation in conditions of
insufficient information on the problem parameters can be solved using the mathe-
matical apparatus of stochastic programming.

Statement of the decision-making problem of resource allocation under the con-
ditions of insufficient information largely depends on goals and information struc-
ture of the problem. Single-stage decision-making models of resource allocation
under the conditions of insufficient information are static control problems when
the decision, once made, cannot be corrected. Such problems often contain the re-
quirement that the probability of the decision occurrence within the admissible area
must exceed a certain predetermined number α > 0.

In cases when possible discrepancies between some assumptions cause various
losses, it is reasonable to use differentiated approaches for different conditions. To
balance any losses caused by discrepancies between the conditions of the problem, it
is natural to limit the probability of their realization from below by various numbers
αp > 0. Usually αp > 0.5. Low values of this indicator are indicative of the low
competence of the decision-maker. For example, allocating funds for purchasing
and maintenance of equipment, in order to enhance the efficiency of the decision to
be made, it is often necessary to carry out additional research.

Such formulations of probabilistic decision-making problems are called decision-
making models with probabilistic constraints. They occur in two classes of situation.
The first class includes planning and management problems that require strict state-
ment of the problem. However, under this approach most problem plans turn out
to be empty. Under such conditions the problem will make sense only if we as-
sume that in a certain set of states the constraints are violated. In the second class,
expenditures targeting the elimination of discrepancies between conditions with rel-
atively rarely occurring states would not be compensated for by the achieved effect
of optimization of the target function. There are the three reasons for statement of a
decision-making problem with probabilistic constraints [4, 20]:
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(1) Type of decision;
(2) Choice of the indicator of decision quality;
(3) Methods of partitioning the problem constraints.

Depending on the content of the decision-making problem under conditions of
incomplete information, plans and solutions to the problem can be calculated using
pure or mixed strategies. The solution in pure strategies is a vector and an optimum
plan of the problem. Solutions in mixed strategies are probabilistic distributions of
the optimum plan components.

The solution obtained using both pure and mixed strategies either depends on
or does not depend on the observed realizations of random parameters of the prob-
lem. If the decision precedes observation, the optimum plan of the decision-making
problem in the situation of uncertainty is determined by stochastic characteristics or
the known sample of possible values of the problem parameters. In this case the so-
lution to the problem does not depend on current realizations of the stated problem
parameters. If the solution to the decision-making problem follows after the obser-
vation, the dependence of the solution on the realized and observed values of the
problem parameters must be taken into account in the optimum plan.

In the decision-making process, the constraint elements of the optimization prob-
lem are often stochastic, i.e., the elements of the matrix of constraints A and the
elements of the vector of constraints c are probabilistic. When solving problems
of allocation of limited resources we assume that the elements of matrix A and
vector c are independent of each other and are normally distributed values, i.e.,
aij ∈N(āij , σ 2

ij ), ci ∈N(c̄i, υ2
i ).

Some single-stage stochastic models of allocation of limited resources with prob-
abilistic constraints have been developed on the basis of combined classical poli-
cies: utilitarianism + policy of a guaranteed minimum; egalitarianism + policy of
proportional allocation [20].

Therefore a single-stage stochastic problem on limited resource allocation based
on the classical utilitarian choice principle and the guaranteed minimum policy with
probabilistic constraints will be formulated as:

M

{
n∑

i=1

(
ȳi − yi(t)

ȳi

)}

→min; (7.5)

P1

{
n∑

j=1

aij (ω)uj (t)≤ ci(t,ω)

}

≥ α1, 0.5 < α1 < 1; (7.6)

P2
{
bi(t)= hi(t,ω)

}≥ α2, 0.5 < α2 < 1; (7.7)

yi(1) > 0, yi(t)≥ yi(t − 1), Si(t,ω)≥ 0,

ci(t,ω) > 0, ui(t)≥ 0; ȳi ≥ yi(t);
(7.8)

0 <Pi(t)= yi(t + 1)≤ yi; Pi(t)≥ Pi(t − 1); (7.9)

i = 1, n, ω ∈Ω, t ∈ [1, T ]. (7.10)
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Theorem 7.1 The linear stochastic problem of limited resource allocation based
on the classical utilitarian choice principle with observation of the guaranteed min-
imum policy (7.5)–(7.10), in which the elements of the matrix of constraints A and
the elements of the vector of constraints c are independent normally distributed ran-
dom variables, the solution to which is determined by the zero-order decision rules,
is reduced to a deterministic problem of convex programming with a linear target
function and quadratic constraints.

The proof of the theorem includes the method of construction of the deterministic
equivalent of the stochastic problem (7.5)–(7.10).

Similar theorems have been formulated and proved for the decision-making
model with probabilistic constraints and a stochastic constraint matrix using the
combination of classical egalitarianism and proportional allocation:

M

{

α

(

max
i=1,n

(
ȳi − yi(t)

ȳi

))

+ (1− α)

(

ui(t)−
ȳi−yi (t)
Si (t)

∑n
i=1(

ȳi−yi (t)
Si (t)

)

)}

→min,

0≤ α ≤ 1;

P1

{
n∑

j=1

aij (ω)uj (t)≤ ci(t,ω)

}

≥ α1, 0.5 < α1 < 1;

P2
{
yi(t + 1)= yi(t)+ Si(t,ω)ui(t)+ di(t,ω)

}≥ α2, 0.5 < α2 < 1;
yi(1) > 0, yi(t)≥ yi(t − 1), Si(t,ω)≥ 0, ci(t,ω) > 0, ui(t)≥ 0; ȳi ≥ yi(t);
i = 1, n, ω ∈Ω, t ∈ [1, T ],

and using the combined policy of classical utilitarianism + proportional allocation
+ the policy of the guaranteed minimum:

M

{

α

(

ui(t)−
ȳi−yi (t)
Si (t)

∑n
i=1(

ȳi−yi (t)
Si (t)

)

)

+ (1− α)

(
n∑

i=1

(
ȳi − yi(t)

ȳi

))}

→min;

0≤ α ≤ 1;

P1

{
n∑

j=1

aij (ω)uj (t)≤ ci(t,ω)

}

≥ α1, 0.5 < α1 < 1;

P2
{
yi(t + 1)= yi(t)+ Si(t,ω)ui(t)+ di(t,ω)

}≥ α2, 0.5 < α2 < 1;
yi(1) > 0, yi(t)≥ yi(t − 1), Si(t,ω)≥ 0, ci(t,ω) > 0, ui(t)≥ 0; ȳi ≥ yi(t);
i = 1, n, ω ∈Ω, t ∈ [1, T ],
0 <Pi(t)= yi(t + 1)≤ yi; Pi(t)≥ Pi(t − 1).

The decision-making models of resource allocation with a probabilistic func-
tional have been studied for each of the three combined allocation policies [22].
A method used to reduce stochastic models to the corresponding deterministic
equivalents has been presented.
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7.5 Multi-Stage Stochastic Models of Limited Resource
Allocation with Probabilistic Constraints

Under the conditions of real-life economic processes, the deterministic decision-
making problems of resource allocation, in spite of their simplicity and wide appli-
cation, prove to be incorrect. The deterministic models used in calculations related
to decision-making on resource allocation use probabilistic parameters. The neces-
sity of ensuring reliability and maximal proximity to reality makes it necessary to
take into account the probabilistic nature of the economic model parameters. On the
other hand, production activities of an enterprise are determined by the enterprise
management plan and often by certain other regulating plans (for example, munic-
ipal education plan, regional development plan, sectoral development plan, etc.).
A great number of production situations, external impacts and other parameters of
the stochastic model make it necessary to take into account the laws of probabilistic
phenomena and processes.

The development of decision-making procedures combining the requirements of
fast response and substantiation of plan corrections makes it is necessary to use
multi-stage problems of stochastic programming. Correction of the plan in multi-
stage problems of stochastic planning does not mean change of parameters of the
previously adopted plan, it means the development of measures that will enable one
to obtain the predetermined parameters.

Let us list the main reasons for plan correction, which make it necessary to use
multi-stage models of stochastic programming:

1. From the information viewpoint, final corrections of the decision must be made
as late as possible when the values of all real parameters are already known.

2. In the management process, it is not always possible to simultaneously monitor
real values of all probabilistic parameters that are included in the target function
and limitations of the problem.

3. Delayed corrections tend to impair the efficiency of the implemented decision.
4. Shorter time spent on corrections may result in higher risks or additional costs.
5. Sometimes, to provide for satisfactory functioning of the process (or object) be-

ing modeled, it is necessary to take some actions with strictly determined time
intervals.

The necessity to make corrections in the plan is not explained by deficiencies in
the planning system. It is necessary to introduce corrections in the plan if planning
is made under conditions of uncertainty.

In general terms, the solution to the stochastic decision-making problem is a deci-
sion rule or a decision distribution that depends on two groups of factors. The factors
of the first group are not related to the observation of current values of parameters
stated in the problem. They are determined by a priori information, such as some
characteristics of the distribution or a sample of possible values of parameters stated
in the problem. The factors of the first group can be used in advance to develop or to
gradually improve the decision rule or the decision distribution. The factors of the
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second group are determined by a posteriori information that appears as a result of
observation of concrete realization of parameters of the decision-making problem.

When the solution precedes the observation, i.e., the chain “solution”–“observa-
tion”–“solution”–“observation”–. . . is used, the decision rules and the decision dis-
tributions depend only on the deterministic parameters and statistical characteristics
of random parameters of the problem conditions.

When the solution follows the observation, i.e., the chain “observation”–
“solution”–“observation”–“solution” . . . is used, the decision rules and statistical
characteristics of decision distributions are functions, tables or instructions estab-
lishing the dependence of the solution on a priori information and on the realized
values of the random parameters of the problem.

Some multi-stage stochastic models for allocation of limited resources with prob-
abilistic limitations have been developed on the basis of combined classical policies:
utilitarianism + the policy of the guaranteed minimum; egalitarianism + the policy
of proportional allocation [19, 21].

The method of modeling of a multi-stage decision-making problem of resource
allocation with a priori decision rules is shown below using the example of a com-
bined policy including classical utilitarianism and the policy of a guaranteed mini-
mum:

Mωnψ0
(
ωn,yni (t)

)=Mωn

{
n∑

i=1

(
ȳi − yi(t,ω

n)

ȳi

)}

→ inf;

Mωk

{
ψk

(
ωk,uki (t)

)∣
∣ωk−1}=Mωk

{
n∑

i=1

k∑

j=1

{
uij
(
t,ωk

)∣
∣ωk−1}

}

≤ ck
(
t,ωk−1);

yi
(
t + 1,ωk−1)− yi

(
t,ωk−1)= Si

(
t,ωk−1)ui

(
t,ωk−1)+ di

(
t,ωk−1);

yi
(
t + 1,ωk−1)≥ yi

(
t,ωk−1), yi

(
1,ωk−1)> 0;

Si
(
t,ωk−1)≥ 0, ui

(
t,ωk−1)≥ 0, ck

(
t,ωk−1)> 0,

0 <Pi(t)= yi
(
t + 1,ωk−1)≤ yi; Pi(t)≥ Pi(t − 1);

i = 1, n, ωk ∈Ωk =
k×
i=1

Ωi, t ∈ [1, T ].

Let us introduce the following notations:

�i

(
t,ωk−1)= yi

(
t + 1,ωk−1)− yi

(
t,ωk−1)

and

fi
(
t,ωk−1)= Si

(
t,ωk−1)ui

(
t,ωk−1)+ di

(
t,ωk−1).

Now we will calculate a posteriori decision rules, i.e., find the solution among
the random quantities:

uni
(
t,ωn

)= (
ui1

(
t,ω1), ui2

(
t,ω2), . . . , uin

(
t,ωn

))
.
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Let us use pi to denote the probabilistic measure in the Ωi set of elementary
events W determined as follows:

pi(W)=
{
p(W ×Ωi+1 ×Ωi+2 × · · · ×Ωn), if W ⊂Ωi

0, otherwise

Let us use pi to denote the probabilistic measure determined as follows:

pi
(
A|ωi−1 ∈ B)= pi(A×B)

pi(Ωi ×B)
, for all A⊂Ωi, B ⊂Ωi−1

The measure pn is continuous.
Let Σ − σ be algebra of stochastic events in Ω .
Hence, we have determined the probabilistic space (Ω,Σ,P ).
The theorem demonstrating the method of construction of recurrent decision

rules has been formulated and proved.
The management process provides an opportunity to observe the realization of

stochastic parameters of the decision-making model of resource allocation. Know-
ing how the stochastic parameters are realized in practice, it is possible to make
corrections in the accepted decision.

The second possibility of model correction is to take into account a priori charac-
teristics at each stage. The sequence of received information and the order of choice
and correction of decisions depend on the information structure of the problem—
a set of the initial data accumulated at the preceding stages, which may influence the
decision at the current stage. If the decision precedes the observation of parameters
of random quantities, the solution of the stochastic problem is determined by the
stochastic characteristics or the known sample of possible realizations of random
parameters of the stochastic model of resource allocation. In the latter case we deal
with decision-making based on a priori information.

If the decision-maker uses a combined policy including classical egalitarianism
and proportional allocation of resources, the multi-stage decision-making problem
of resource allocation in the conditions of incomplete information with a priori de-
cision rules will be written as:

Mωn

{

α

(

max
i=1,n

(
ȳi − yi(t,ω

n)

ȳi

))

+ (1− α)

(

ui
(
t,ωn

)−
ȳi−yi (t,ωn)

Si (t)
∑n

i=1(
ȳi−yi (t,ωn)
Si (t,ω

n)
)

)}

→min, 0≤ α ≤ 1;
Mωk

{
ψk

(
ωk,uki (t)

)∣
∣ωk−1}≤ ck

(
t,ωk−1);

yi
(
t + 1,ωk−1)− yi

(
t,ωk−1)= Si

(
t,ωk−1)ui

(
t,ωk−1)+ di

(
t,ωk−1);

yi
(
t + 1,ωk−1)≥ yi

(
t,ωk−1), yi

(
1,ωk−1)> 0;

Si
(
t,ωk−1)≥ 0, ui

(
t,ωk−1)≥ 0, ck

(
t,ωk−1)> 0,

uik ∈G0
k; ωk ∈Ωk =

k×
i=1

Ωi; i, k = 1, n; t ∈ [1, T ].
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Let us denote the lower boundary of the quality indicator for the solution of the
given decision-making problem of resource allocation as

�

S(cn(ωn−1)), i.e.,
�

S
(
cn
(
ωn−1))= sup

k

c
(
t,ωk−1).

The decision on resource allocation at the i-th stage is made after realization of
random parameters of the problem at the stage preceding the i − 1-th stage. Hence,
the decision rules will be written as:

ui(t)= ui
(
t,ωi−1), i = 1, n.

The following characteristics of the models were analyzed: stability with respect
to functional, stability of stochastic distribution, stability with respect to probabilis-
tic parameter α, stability with respect to i-th limitation, ε-stability with respect to
average values.

Combined deterministic and stochastic (single-stage and multi-stage) models can
be used in enterprises where management is oriented towards the best final result of
decisions on resource allocation [14].

7.6 Use of the Combined Policy Model for Making Decisions
on Resource Allocation

The combined policy including classical utilitarianism and the policy of a guaran-
teed minimum proves to be quite efficient for allocation of enterprise resources if
the enterprise ensures uninterrupted operation of all its facilities but does not have
enough resources to bring all its objects to an optimal state.

Vivid examples of using such a policy can be seen in repairs carried out by public
utilities.

While repairing water pipelines, heat mains, motor roads, schools and other ob-
jects, entities in charge bear certain expenses—but if they refuse to repair and main-
tain these objects, the objects lose their capacity to provide basic services.

The combination of classical utilitarianism and the policy of a guaranteed min-
imum proves to be efficient for enterprises whose activities include both profitable
business lines and loss-making operations as part of their social mandate. Among
such enterprises can be found bakeries (losses incurred while baking ordinary bread
are compensated for by the income made on buns, rolls, French loaves and other
products) and motor transport companies (they cover their losses on inter-city routes
by their earnings from intra-city routes) [16, 17].

7.6.1 Allocation of Maintenance Resources by Teplocentral Public
Enterprise

Let us consider some problems of resource allocation using the example of the
Teplocentral Public Enterprise which provides services to the population. The en-
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terprise supplies hot water for central heating and other needs of the population and
organizations of Zyryanovsk City and the District of the same name. The enterprise
owns all supply lines and facilities except buildings. The pipes and radiators located
inside residential buildings belong to their owners (or organizations). Most of the
supply lines and facilities were put in operation simultaneously with the residential
blocks many years ago and must now be repaired or replaced.

The Teplocentral Public Enterprise does not have enough resources to replace
all worn-out supply lines and facilities in the near future. But leakages of hot water
and falling water temperatures caused by disrepair of pipelines and facilities cause
losses to the Enterprise. So, the Enterprise has to allocate its available resources
(money, pipes, labor) in an optimal way.

The best possible decision must meet the following rules:

1. All the existing service lines must remain in operation. Despite the lack of re-
sources Teplocentral Public Enterprise suffers from, each customer who pays in
due time must be provided with full services. To meet the requirement, the En-
terprise must maintain its service lines at least to the extent ensuring the state of
the guaranteed minimum.

2. If any resources allocated for maintenance during the planned period remain un-
used, the remaining part of the resources must be spent on major repairs of the
most worn-out sections of the heat transport system.

It would be logical to suppose that improvements in the state of each section are
proportional to the amount of investment in these sections, and their deteriorating
states are due to depreciation and are of random nature.

In order to evaluate the states of different sections of the heat transport system
the following criteria are used:

– The number of requests for current repairs (during the preceding period);
– The leakage-caused hot water losses (as a ratio of water released into the section

and the water volume that reached customers equipped with water meters);
– Heat losses due to fall in water temperature;
– Temperature of the supplied hot water;
– Temperature in serviced residential buildings;
– Any other criteria used by the individual expert.

The assessment of section i of the service line by the j -th expert yij is determined
by one of the following formulas:

yij =
{∏kj

k=1
yijk
yijk

, if yijk ≥ y
ijk

(k = 1, kj )

0, otherwise

yij =

⎧
⎪⎨

⎪⎩

∏kj
k=1 λjk · yijky

ijk

, if yijk ≥ y
ijk

(k = 1, kj )

mink=1,kj
yijk
y
ijk

, otherwise

where kj is the number of criteria considered important by the j -th expert; yijk is
the assessment of the k-th partial criterion for the section i of the service line by the



7.6 Use of the Combined Policy Model for Making Decisions 287

j -th expert; y
ijk

is the minimum permissible value of the k-th partial criterion of the

section i of the hot water network by the j -th expert; λjk is the weighing coefficient
of the k-th partial criterion for the j -th expert.

Based on the assessments made by the experts, the condition of the section i of
the service line yi is presented as:

yi =
k∑

j=1

χj · yij ,

where k is the number of the experts involved in the analysis of the hot water service
line; χj is the weighing coefficient of the assessment made by the j -th expert.

In order to achieve better serviceability, the Teplocentral Public Enterprise di-
vided the city into service segments. The Enterprise’s mid-term planning covers the
upcoming three years.

As it is seen from the above description, in order to allocate the resources the
decision-maker uses a model described here as a combined policy model including
the models of classical utilitarianism and the guaranteed minimum.

In the deterministic case the model will be written as:
n∑

i=1

(
ȳi − yi(t)

ȳi

)

→min;
n∑

i=1

ui(t)≤ c(t)= ϕ(t)+ψ(t);

yi(t)= yi(t − 1)+ Si(t)ui(t)+ di(t);
yi(1) > 0, yi(t)≥ yi(t − 1), Si(t)≥ 0, c(t) > 0, ui(t)≥ 0;
0 <Pi(t)= yi(t + 1)≤ yi; Pi(t)≥ Pi(t − 1);
i = 1,2, . . . , n, t ∈ [1, T ],

where t ∈ [1, T ] are periods for making decision on resource allocation; c(t) =
ϕ(t)+ψ(t) is a certain amount of resources, where ϕ(t) are resources to be allocated
at a given point of time t , ψ(t) are resources to be channeled to the accumulation or
reserve fund of the Enterprise. Resources of the reserve fund can be used at a certain
point of time denoted as τ ⊂ [1, T ]; n is the number of possible investment areas
using available resources, i.e., the number of water pipeline sections; i = 1,2, . . . , n
are identification numbers of the water pipeline sections where the condition of each
section does not depend on the condition of other sections; ui(t) is the amount of
resources being invested in section i at the point of time t ; yi(t) is the condition of
section i at the point of time t ; ȳi is the reference state of section i at the point of
time T ; Pi(t) is the condition of the guaranteed minimum for section i at the point
of time t ; Si(t) is the efficiency of investments in section i at the point of time t ,
i.e., the increase in assets per unit of investment.

We suppose that any reduction in the disproportion of the object development is
proportional to the invested resources:

yi(t)= yi(t − 1)+ Si(t)ui(t)+ di(t),
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Fig. 7.1 Changes in the state of sections calculated using a combined policy for resource allocation

where di(t) is an external factor that is often negative, and that is caused by amor-
tization and other man-caused and natural factors (earthquakes, underground explo-
sions at mining entities, rehabilitation of roadbeds, etc.).

Thanks to long-term observation, the enterprise knows most of the model param-
eters. The economists of the enterprise have sufficiently precise data on the pay-
ments to be made by consumers and resources to be allocated for maintenance and
repairs. Market costs of the main materials (pipes, electricity, oxygen for welding,
insulation materials) and wages can be forecast with a high level of accuracy.

Based on the results of service line monitoring, it is possible to identify the sec-
tions that need major repairs. In the other sections only routine maintenance will
be carried out at leakage points. The total cost of routine maintenance will be de-
termined based on the data of preceding years. It is difficult to take into account
the random factor di(t), which is why it is assumed that complete wearing out of
the pipeline from the state denoted as 1 (putting the pipeline into operation) to the
state 0 (the state requiring major repairs to provide the guaranteed minimum) is a
process that lasts for about 50 years.

Let us consider the changes in the state of utilities when the proposed method is
used for resource allocation. It should be kept in mind that the resource allocation
for the whole planning period is not final. Funding flows can be regulated on the
basis of a posteriori information [21].

The charts below reflect the changes in the state of utilities in each maintenance
segment using (the same input data):

– Combined allocation policy (Fig. 7.1) including classical utilitarianism and policy
of the guaranteed minimum;

– classical utilitarian policy of resource allocation (Fig. 7.2);
– classical egalitarian policy of resource allocation (Fig. 7.3)
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Fig. 7.2 Changes in the state of sections calculated using classical utilitarian policy for resource
allocation

Fig. 7.3 Changes in the state of sections calculated using classical egalitarian policy for resource
allocation

7.6.2 Combination of Policies of Resource Allocation
in the Investment Management

An analysis of investment projects is based on the comparison of economic bene-
fits provided to the investor after implementation of the project. We will consider
the case when the implementation of the investment project does not give any eco-
nomic benefits. Such projects are usually realized in the social-economic sphere—
education, healthcare, ecology, etc.

Many objects are built at the expense of budget. As it is not allowed to transfer
money from one budget item to the other, we will consider the objects belonging to



290 7 Multi-Objective Stochastic Models for Making Decisions

Table 7.1 The example list
of investments projects to be
implemented at the expense
of the oblast’s budget
development fund

Investments projects Total cost (103 tenge)

Project #1 92,510

Project #2 108,100

Project #3 129,730

Project #4 167,300

Project #5 125,010

Project #6 32,140

Project #7 39,900

Project #8 24,800

Project #9 1,881,870

Total 2,601,360

the same sphere, education. Table 7.1 presents the example of investments projects
of education, the construction of which is financed from the budget.

It is reasonable to distribute resources among the projects based on the combined
policy including classical egalitarianism and the policy of proportional distribution.

The mathematical model of the problem is formulated as:
Find the distribution of resources

ui(t), i = 1,2, . . . , n, t = 1,2, . . . , T .

Satisfying the conditions

n∑

i=1

ui(t)≤ c(t)= ϕ(t)+ψ(t); (7.11)

yi(t)= yi(t − 1)+ Si(t)ui(t)+ di(t); (7.12)

0≤ yi(t)≤ yi; (7.13)

yi(t)≥ yi(t − 1); (7.14)

Si(t)≥ 0; (7.15)

c(t)≥ 0; (7.16)

ui(t)≥ 0; (7.17)

and minimizing the target functional

α

(

max
i=1,n

(
ȳi − yi(t)

ȳi

))

+ (1− α)

(

ui(t)−
ȳi−yi (t)
Si (t)

∑n
i=1(

ȳi−yi (t)
Si (t)

)

)

→min, 0≤ α ≤ 1

(7.18)

The condition (7.11) can be interpreted as: the total funds spent on all n directions
cannot exceed the available resources (consisting of expenditures and savings). The
condition (7.12) means that the disproportion in the object development decreases
proportionately to the invested funds taking into account the external factor. Ac-
cording to the condition (7.13) the current state of any object is not negative but it
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does not exceed the reference state. The new state of any object is not worse than its
previous state follows from the condition (7.14). According to the condition (7.15)
the efficiency of investments in any of the directions is not negative. From the con-
dition (7.16) it follows that funds for the distribution cannot be negative. The target
function (7.18) means that the total disproportion of all the directions must be mini-
mal. The DM chooses the value of α based on his own experience, in particular, for
this problem good α values lie in the interval from 1/3 to −2/3.

As partial criteria of the quality of investment projects in education financed by
the oblast’s budget one can use:

– Annual saving of funds spent on the pupils’ delivery to school;
– Daily saving of pupils’ time;
– The number of created jobs;
– Possibility to choose the learning language;
– Perspectives of the development of villages and small towns, and other factors.

Resources are often distributed in the conditions of insufficient information. The
decision maker has practically no information about many external factors influenc-
ing the components of the system. These factors include natural and technogenic
catastrophes. The decision maker has too little information about the future state
of the market. Some factors (the efficiency of investments, resource consumption)
are only expressed in the form of more or less reliable forecasts. Therefore deci-
sion making must be based on stochastic models. Such factors as the efficiency of
investments of resources into investment projects (Si(t,ω)) as well as difficulties
related to project implementation (di(t,ω)) are not known beforehand, whereas the
volumes of delivered resources may change.

Then the problem of distribution of resources among the project is reduced to the
problem of making decisions on the distribution of resources with proportional and
egalitarian choice principle:

M

{

α

(

max
i=1,n

(
ȳi − yi(t)

ȳi

))

+ (1− α)

(

ui(t)−
ȳi−yi (t)
Si (t)

∑n
i=1(

ȳi−yi (t)
Si (t)

)

)}

→min,

0≤ α ≤ 1

P1

{
m∑

j=1

aijui(t)≤ ci(t,ω)

}

≥ α1, 0.5 < α1 < 1;

P2
{
yi(t + 1)= yi(t)+ Si(t,ω)ui(t)+ di(t,ω)

}≥ α2, 0.5 < α2 < 1;
0≤ yi(t)≤ yi; yi(t)≥ yi(t − 1); Si(t)≥ 0; c(t)≥ 0; ui(t)≥ 0;
i = 1, n, ω ∈Ω, t ∈ [1, T ].

Here aij are the elements of matrix A, the matrix of the conditions of the prob-
lem, m is the number of flows of resource investments. If the resources are invested
once during each planning period, m= 1. The quantities Si , di , ci (i = 1,2, . . . , n)
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Fig. 7.4 Reduction in the
volumes of funds to be
allocated

are random quantities in the set Ω of realization of a random parameter ω. It is valid
that

aij ≥ 0 (i = 1, . . . , n; j = 1, . . . ,m) and
m∑

j=1

aij = 1 (i = 1, . . . , n).

To solve the above-stated problem it is necessary to find its deterministic equiv-
alent.

Let us introduce the following notations:

yi(t + 1)− yi(t)= bi(t),

Si(t,ω)ui(t)+ di(t,ω)= hi(t,ω).

Then the initial problem can be written as:

M

{

α

(

max
i=1,n

(
ȳi − yi(t)

ȳi

))

+ (1− α)

(

ui(t)−
ȳi−yi (t)
Si (t)

∑n
i=1(

ȳi−yi (t)
Si (t)

)

)}

→min,

0≤ α ≤ 1

P1

{
m∑

j=1

aijui(t)≤ ci(t,ω)

}

≥ α1, 0.5 < α1 < 1;

P2
{
yi(t + 1)= yi(t)+ Si(t,ω)ui(t)+ di(t,ω)

}≥ α2, 0.5 < α2 < 1;
0≤ yi(t)≤ yi; yi(t)≥ yi(t − 1);
Si(t)≥ 0; c(t)≥ 0; ui(t)≥ 0;
i = 1, n, ω ∈Ω, t ∈ [1, T ].

As a result of usage of the distribution policy the objects are implemented in the
order shown in Fig. 7.4.

The figure shows that in case of insufficient financing only one (the most expen-
sive) project will be put into commission. The choice of this object is determined by
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Fig. 7.5 Dynamics of
implementation of funds
(utility system)

Fig. 7.6 Volume of used
funds in first year (utility
system)

its high cost (60 % of total cost) at not very high value of the object, practically not
higher than the average value of the other objects.

For example Fig. 7.5 show the dynamics of implementation of funds for the
project #9.

Diagram in Fig. 7.6 demonstrate the allocation of funds among the projects.
The models enable DMs to make efficient managerial decisions in the conditions

of uncertainty and to correct plans when additional reliable data are obtained, which
gives better economic effect of taken decisions and contributes to the higher standard
of living for the citizens of the republic.
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Chapter 8
Mathematical Methods and Models
for Monitoring of Government Programs

Government programs at the national and regional level are an essential part of
the system of State management of the national economy, making it possible to
shape the development of priority sectors and individual regions and attract extra
investments and resources. Government programs (GP) are a flexible instrument of
the implementation of a long-term economic State policy and an active influence on
industrial and economic processes. Kazakhstan is committed to building a strong
national infrastructure for the rapid introduction of new information technologies in
all spheres of economy and management.

The problems of software support of target programs have been studied by
R.A. Kochkarov, V.P. Bocharnikov, S.V. Sveshnikov, Y.V. Yatsyshin, V.V. Kulba,
A. Kuzmin, V.F. Kulikov and others [1–9]. In [1], the target program was formal-
ized as a hierarchical structure; the task of organic “covering” of the target program
by projects was reduced to a multi-criteria assignment problem on prefractal graphs.
In [2], the authors used Fuzzy techniques to solve expert-analytical tasks of forma-
tion and support of target programs under conditions of uncertainty. In [3–7], the au-
thors developed procedures for formulation and automated generation of scenarios
for the development of complex systems using weighted sign graphs, the method-
ology of a more efficient monitoring of program stages and targeted use of target
program resources. The efficiency of the programs was evaluated by American re-
searchers Michael Patton and Michael Scryven. These publications most fully cover
the first stages of the GP life cycle, where the problems of formulation of targeted
programs and scenarios of GP development as a complex system are solved [6–9].

The problems of evaluation of the efficiency of government programs in the pro-
cess of their implementation and budget execution have not been thoroughly studied.
These tasks include: evaluation of program performance, assessment of efficiency
and effectiveness of expenditures, development of recommendations for improving
the effectiveness of programs and further funding, as well as ensuring the trans-
parency of actions of public program administrators in the management of budgetary
funds.
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8.1 Government Program as a Targeted System with Program
Management

8.1.1 Classification and Stages of Implementation of Government
Programs

A government program is a complex of research, production, socioeconomic and
other events coordinated in terms of resources, contractors and realization [9].

Government programs combine important characteristics of result-focused bud-
geting and program-task methods:

– Integrated approach to solving problems;
– Medium-term planning;
– Determination of funding depending on the tasks and objectives; and
– Use of a system of indicators to determine effectiveness.

The government program must determine:

– The main perspective (strategic) objectives and sub-objectives in their hierarchy
(the “tree of objectives”);

– Steps to achieve the objectives;
– A complex of coordinated measures to achieve the objectives (organizational,

socio-economic, scientific, technological, etc.);
– The entities involved in the implementation of the program; and
– The mechanism for implementation, including sources of funding, incentives, li-

ability, etc.

The government program consists of standard sections including:

– Characteristics of the problem to be solved by the program and assessment of
current situation;

– The main objectives of the program, evaluation of social, economic and environ-
mental results of program implementation;

– Tasks to be solved in order to achieve the objectives of the program, including the
terms and steps of its implementation;

– Activities and indicators characterizing step-by-step solution of problems;
– A list of program steps to be realized to solve each problem;
– Justification of sources and amounts of GP funding;
– Assessment of external factors that may influence the achievement of objectives;

and
– A mechanism of program management and a procedure of interaction between

GP participants.

The process of GP management can be subdivided into six major groups having
different control functions:

– Initiation (making a decision to start development and implementation of the pro-
gram);



8.1 Government Program as a Targeted System with Program Management 297

– Planning (determination of criteria of successful implementation and develop-
ment of network diagrams);

– Performance (coordination of organizations and other resources for program im-
plementation);

– Monitoring and analysis (determination of conformity of program implementa-
tion to the objectives and success criteria, and decision-making on the need for
corrective actions);

– Management (determination of necessary corrective actions, their harmonization,
adoption and application); and

– Completion (execution of the program and analysis of its results).

The GP has the following life-cycle stages [9]:

– Implementation;
– Continuous monitoring;
– Evaluation of effectiveness of implementation; and
– Decision to complete (continue) the GP.

Evaluation of the efficiency of implementation involves the analysis of:

– Implementation of the GP and the action plan;
– Efficient use of materials, labor and financial resources;
– The extent to which the planned objectives and indicators are achieved; and
– Impact of GP implementation on the social and economic development of the

country.

The efficiency of GP implementation is evaluated by a State structure responsible
for the development of the GP (internal evaluation) as well as by an authorized body
(external evaluation).

The authorized body examines the progress reports on the implementation of
the government program presented by a responsible public authority, and finally,
if necessary, submits a report on the feasibility of further implementation of the
program to the Government of the Republic of Kazakhstan.

At all stages of the life cycle, it is necessary to have information on the GP status,
and therefore, it is necessary to carry out monitoring of all the activities. Monitoring
can be defined as an integration of measurements, research, experiments, informa-
tion support, analysis, forecasting, organizational administration and management.

8.1.2 Aims and Tasks of Monitoring of Government Programs

The process of monitoring a government program consists of the following proce-
dures [10]:

– Ongoing monitoring of implementation of the GP by the Government agency
responsible for its development;
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– Timely submission of reports by organizations/contractors on the execution of
the sections of the GP and the related parts of the action plan, to the State body
responsible for the development of the program; and

– Periodic submission by the State body responsible for the development of the
program, of reports on its implementation, to the administration of the President
of the Republic of Kazakhstan, the Government of the Republic of Kazakhstan
and the authorized body and, if necessary, submission of proposals to amend the
program [10].

The primary purposes of monitoring GP implementation are, on the one hand,
an objective and timely evaluation of GP implementation and, on the other hand,
development of recommendations for GP improvement at the level of adjustment
of its aims and objectives, deadlines and milestones, mechanisms of resource provi-
sion [11], and a system of management and monitoring of its implementation.

Monitoring of the program must include:

– Use of resources (compliance of spent resources to the plan);
– The process of program execution (conformity of the content and timing of activ-

ities to the schedule of works; compliance of technologies, methods and proce-
dures);

– Results (to what extent the objectives can be achieved); and
– Effect (how the program affects the situation, and what this effect is).

The monitoring system consists of a set of elements; the interaction between
these elements provides the operation of the system. The elements that make up the
structure of the monitoring system are:

– Objects of monitoring;
– A set of monitoring activities (indicators);
– Tools of monitoring activities; and
– Monitoring activities.

The information collected and processed as a result of GP monitoring is, primar-
ily, needed to support management decisions; whereas generalized indicators of GP
implementation must be available for free access.

The results of monitoring are structured, processed according to a specially de-
veloped methodology [12] and placed for long-term storage in the integrated data
warehouses. The data provided by the monitoring system must be adequate, timely
and reliable. The system of GP monitoring uses the following types of information:

– Current information, the information on GP status at a certain moment of time or
for a certain period of time preceding it: a month, a quarter, six months, a year.
This information is based on statistical reports of governing bodies, as well as on
the current departmental information;

– Analytical information, the information and estimates obtained after certain pro-
cedures of analysis, comparison, identification of trends and patterns in the dy-
namics of GP implementation relative to some basic periods and phases; and
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– Calculated information, the information and estimates based on current, analyt-
ical and regulatory information representing the indicators of efficiency of GP
implementation.

In general, the information system used for monitoring the government program
must be primarily aimed at higher efficiency of managerial decisions.

The main objectives of GP monitoring are:

– Provide the required and timely information to the executive and legislative
branches at the governmental and regional levels in order to work out efficient
strategic, tactical and operational management decisions when implementing the
GP activities;

– Provide objective, factual information on the aims and achievements of GP im-
plementation to mass media (data support); and

– Collect information to carry out research works in order to develop long-term,
medium-term and short-term forecasts of GP implementation.

The main functions of the GP monitoring system are:

– Selecting objects of observation at the national and regional levels; formation of
conceptual and information models of the objects of observation;

– Collection and processing of reliable and comparable information on the status
of implementation of key and intermediate GP objectives;

– Development of systems of coding, processing and submission of information
based on modern information technologies;

– Development of efficient systems of data transmission through computer net-
works and communication facilities;

– Multi-level aggregation of information and its presentation in a form suitable for
making management decisions;

– Integrated and thematic processing of information obtained during GP implemen-
tation;

– Expert assessment and issuing recommendations on improvement of the GP activ-
ities, mechanism of their implementation, better management and resource sup-
port; and

– Evaluation of the efficiency of decisions made at the level of legislative and ex-
ecutive authorities, as well as at the regional level.

Thus, the main task of GP monitoring is estimation of the current values of its
status indicators, forecast of their changes and analysis of deviations from the ac-
cepted values.

8.2 Government Programs in Terms of Systems Theory
and General Management Theory

In terms of systems theory and general management theory, the Public Housing Pro-
gram (PHP) is a target-oriented complex system with software-based management,
the structural model of which is shown in Fig. 8.1.
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Fig. 8.1 PHP structural model in terms of systems theory and the general management theory

Notations: 1F is a controlled object representing a set of PHP actions; 2F is a
subject of control (PHP administrator); 3F is a controlling subsystem assigning the
control program ω(t) with target variables V t to the 2F component, which carries
out control according to a special program. The input variables of the system X

determine financial and manpower PHP resources and environmental factors affect-
ing the efficiency of its implementation. U variables are controlling actions on the
subject of control aimed at the maximum degree of program implementation. The
output variables of the system Ω evaluate the PHP state at each stage of its imple-
mentation. Y t ⊂ Ω variables provide feedback and provide the subject of control
with information on the state of the subsystem Xt ⊂ X and Ut ⊂ U at a certain
moment of time t .

PHP is a complex system with a hierarchical structure. Each of the components
1F , 2F and 3F of the structural model is a subsystem that can be decomposed.
Quantitative and qualitative variables Y t are directly connected to the PHP indica-
tors, which define the function of its efficiency and effectiveness of implementation.
If we denote the function of actual PHP implementation for achieving the objective
z as ϕ(z) : {U × X} ×Ω and the function of planned implementation of the pro-
gram as ϕ∗e, we can state that the objective of PHP administration is to minimize
the proximity function of actual and desired values of indicator �(ϕ(z),ϕ∗(z)) by
choosing the solutions justified by the subsystem 3F : the increase in the efficiency
of control of the time of completion of certain stages; optimization of reallocation
of resources at accelerated funding; organizational management minimizing the im-
pact of external factors; assessment of the degree of achievement of the goals; and
analysis of PHP results identifying negative trends.

The scheme of realization of component 3F has required the development of
original information technology as a system of scientific and engineering knowledge
as well as the methods and models that provide creation, collection, transfer, storage
and processing of PHP monitoring data in order to increase the validity of choice
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of control actions by administrators at various levels by using timely and reliable
information resources.

The structural PHP model can be represented as a tree.

8.3 Information and Model Representation of Government
Programs and Methods of Monitoring Their Implementation

8.3.1 Formalization of Representation of the Government Program
as a Hierarchical Tree

According to the methodology proposed in [4], GP as a program-controlled complex
dynamic system can be formally presented as a tuple:

Y = 〈P,M,C,Πq,Ω,Rf , I,ϕ(z), t,U 〉,
where: P is a set of tasks the solution to which must provide the achievement of
objectives; M is a set of program activities needed to solve the tasks; C is a set of
projects the execution of which will lead to the implementation of activities; Πq is a
set of indicators (activities) of the degree of achievement of objectives q = 1 . . .Q,
where Q is the total number of indicators of the degree of achievement of program
objectives; Ω is a set of GP states described by a linguistic variable and evaluated by
fuzzy numbers; Rf is a vector of financial resources, f are the sources of funding,
f = 1 . . . F ; I is a set of GP executors; ϕ(z) is a degree of achievement; t is a time
variable; and U is a controlling action of the system.

The results of some GP tasks cannot be expressed in the form of exact quanti-
tative relations. The criteria, evaluations and system of preferences specified on the
basis of such sets cannot be exactly defined.

A considerable portion of the information needed for mathematical description
of GP status exists in the form of representations and experts’ recommendations.
The efficiency of GP performance is also influenced by various factors, not only
economic but also social, political, environmental and other factors. Thus, in order
to realize the technology of solution of analytical tasks supporting GP it is necessary
to take into account the uncertainty in the process of information formalization and
processing.

The structural model of GP execution can be represented as a tree, the nodes and
arcs of which correspond to:

– The main objective—the top level of the tree;
– Tasks;
– Subtasks;
– Activities;
– Projects; and
– Program objects, the lowest level of the tree.
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Fig. 8.2 A tree of GP
execution

The tree arcs connect the tops according to the logical scheme: “main goal/sub-
goal, a task the solution to which results in achieving the objective—subtasks that
provide the execution of tasks—activities that provide the solution of subtasks—
projects that lead to the execution of activities—objects” (Fig. 8.2).

In the model, “projects” and “objects” are the elements of the lowest level; their
state can be estimated from the outside, but the higher the level of hierarchy on the
GP tree, the more hidden and unclear is the state of execution, the completion status
and the efficiency of the program. Therefore, it is necessary to develop a model
describing the top of the GP tree and the method of evaluation of its state and the
GP status as a whole at a certain point of in time.

8.3.2 A Model Evaluating the State of the Top of the GP Tree

In accordance with the stages of GP execution in all tree tops, some physical pro-
cesses take place in time (e.g., design, construction, installation, reporting on the
steps of implementation, etc.); evaluation of the completion status of these processes
is the main purpose of monitoring the status of GP objects.

All processes in the tops or nodes of the GP tree are finite and monotonous.
The problems of identification and recognition enable us to optimize hierarchical

structures for a monotonous cost functional but do not enable us to estimate the state
of processes in the tops of the hierarchic structure.

Let t ≥ 0 be a certain moment of time in the tops of the GP tree, then every top
of the tree v with the descendants of the same level {v1, v2, . . . , vn} is characterized
by its state, which can be described by a set of variables, vt (α, τ,ϕ) (Fig. 8.3).

The variable α is the amount of work performed or the percentage of program
completion.

The variable τ is the time remaining before the end of the process in the top. The
variable ϕ is the degree of achievement of objective.
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Fig. 8.3 Description of the
top vt of the tree at a moment
of time, t

The percentage of program completion, α is defined quantitatively as the percent-
age of utilized funds from the estimated value. The percentage of completion of the
m-th top of the current l-th level, αlm is calculated as the sum of elements of the pre-

ceding (lower located) level alm =
∑

i∈Γ 1
m
k
(l+1)
i α

(l+1)
i , with

∑
i∈Γ 1

m
k
(l+1)
i = 1. The

percentage of achievement of the goal, ϕ, in each element of the tree is a function
that depends on the percentage of utilized funds, α and the time of evaluation, t .

The execution of the process in each top, vj provides some level of execution of
the process in the higher top, but to a variable degree; that is, the function ϕj (v) :
V → [0 1] expresses the degree to which the process execution in the top vj ∈ V
provides the process execution in the top v.

For example, to achieve the GP objectives, the task list P = {pj }, j = 1,Nj is
formed.

Fulfillment of each task, pj provides some level of reaching the goal. The func-
tion ϕi(p) : P →[0 1] shows how solution of the problem pj ∈ P helps to achieve
the goal.

For the execution of each of the tasks it is necessary to perform a set of activities
(from the approved plan), M = {mk}, k = 1,Nj . Each activity mk , when it is per-
formed, provides some level of solution of P problems, but to a variable degree. The
function ϕj (m) :M→ [0 1] shows how fulfillment of the task mk ∈M contributes
to the solution of the problem pj ∈ P .

The execution of each activity refers to specific works, C = {cq}, q = 1,Nj .
Then, the function ϕj (c) : C→[0 1] expresses the degree to which the execution of
project works makes it possible to perform the activity.

Thus, all elements of the GP tree are connected by indicators. Executing agencies
give the information (according to the established forms of documentation) accord-
ing to the bottom-up principle and the administrators assess the degree of program
completion and achievement of the objective.

To determine the GP efficiency, it is necessary to evaluate the achievement of
objectives throughout the course of the program’s implementation. This means that
for each reporting period it is necessary to evaluate the extent to which the program
is completed, i.e., its status, in order to control and adjust the program.

It is difficult to formalize the assessment of GP implementation in a certain mo-
ment of time at each level of the tree as program administrators have to operate with
fuzzy, inaccurate data, which cannot be interpreted as true or false [13–15].

To solve the problem one can use the theory of fuzzy sets, in which a linguis-
tic variable is introduced to assess the GP status. The value of the linguistic variable
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Table 8.1 The scale of
evaluation of root nodes of
the GP tree

Fully implemented μ(x)= 1
1+(x−100)2

The basic indicators fulfilled μ(x)= 1
1+(x−90)2

Fulfilled in general μ(x)= 1
1+(x−80)2

Fulfilled in the minimum volume μ(x)= 1
1+(x−70)2

Fulfillment of program is in critical state μ(x)= 1
1+(x−50)2

Fulfillment of program is disrupted μ(x)= 1
1+(x−20)2

“assessment of GP status” is determined by the term-set: “fully completed”, “the ba-
sic indicators fulfilled”, “fulfilled in general”, “fulfilled in minimum volume”, “ful-
fillment of program is in critical state”, and “fulfillment of program is disrupted”.

The linguistic variable “evaluation of GP status” is related to a positive fuzzy
number “about A per cent”, which is a normal convex fuzzy set with the piecewise
continuous membership function μ(x) = 1

1+(x−A)2 defined on the basic numerical
scale with dimensions from 0 % to 100 %.

The scale enables us to qualitatively subdivide various states of processes at the
top of the tree. Each tree level may have its own scale, but the boundaries of transi-
tion from one state to another are described by fuzzy sets.

The scale of evaluation of root nodes of the GP tree used in the study is shown in
Table 8.1.

The degree of achieving the goal at the top of the GP tree is determined by the
values of this indicator in daughter tops and is calculated according to the Zadeh
extension principle as a result of successive multiplication of fuzzy numbers v1 and
v2 with the functions of membership μA(v1),μB(v2) of the sets A and B:

μA×B(v)= sup
v1×v2

min
(
μA(v1),μB(v2)

)
.

The administrator evaluates the GP status in the reported period. If the program
does not meet the plan, the administrator must take the required control actions.

8.3.3 Task of Evaluation of Process Completion Time at the Top
of the PHP Tree

In the set of variables vt (τ,α,ϕ) describing the state of the top of the GP tree at
the moment of time t , the most critical variable is the time τ remaining before the
completion of the process at the top. The methods of recognition can be used to esti-
mate the time remaining before the end of the process. The necessary condition for
implementation of the method is the availability of the data on previously completed
objects with the same structure as at the top v. Formally, the task of estimation of
the completion time at the top is reduced to a problem of recognition theory.
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Let (τ (i), α(i)), i = 1,2, . . . ,m be a state of the top similar to v in the i-th pre-
viously completed object, the monitoring data for which are stored in the database
and can serve as a learning object.

The time of the process completion τ at the top v can be determined as the highest
of the process completion times (τ1, τ2, . . . , τn) at the tops preceding v and the time
τ̃ forecast for the object n+ 1 based on the state of m learning objects:

τ =max(τ1, τ2, . . . , τn, τ̃ ). (8.1)

In this study, the value of τ̃ is calculated as an approximation of the function
τ̃ = Fα1,α2,...,αn(x

∗) providing infx∈{x1,x2,...,xn,xn+1}
∑m

i=1(Fα(i)1 ,α
(i)
2 ,...,α

(i)
n
(x)−τ (i))2

subject to α =∑n
j=1 αjpj/

∑n
j=1 pj , where x∗ is the vector of artificially intro-

duced variables; pj is the volume of work of tops-descendants.
In the final form, the problem is reduced to the problem of quadratic program-

ming with n variables and non-trivial constraints m, for the solution of which stan-
dard methods of quadratic programming are used:

τ̃ = min
x∈{x1,x2...,xn}

(
m∑

i=1

(
n∑

j=1

α
(i)
j xj − τ (i)

)2)

, α
(i)
j = α

(i)
j − 1; (8.2)

with constraints

m∑

i=1

α
(i)
j xj ≥max τ (i)j , i = 1,2, . . . ,m; xj ≤ 0, j = 1,2, . . . , n. (8.3)

Thus, the time of process completion τ at the top v for volumes α1, α2, . . . , αn at
the tops v1, v2, . . . , vn can be calculated using the formula (8.1).

The assessment of the time of GP completion obtained from the solution of the
problem (8.1) may be different from the target values as each participant of the
program is under the influence of external and internal risk factors. Therefore, to
effectively manage the GP it is necessary to provide for and assess the risk of the
program not being realized in due time.

8.3.4 A Production Model of Assessment of GP Status and Degree
of Objective Achievement

A fuzzy production model is used to assess the GP status and the extent to which
the objectives are achieved.

In accordance with the approach proposed in [10], the model is a set of fuzzy
production rules: (i): Q;P ;A⇒ B : S;N , where (i) is the notation of a fuzzy pro-
duction rule; Q is the area of application of fuzzy production that characterizes the
subject domain of fuzzy models; P is the condition of use (revitalization) of the
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kernel of fuzzy production; A⇒ B is the fuzzy production kernel; A is the kernel
(antecedent) condition; B is the kernel (consequent) inclusion;⇒ is the sign of log-
ical sequent (succession); S is the method of determination of the quantitative value
of the degree of validity of kernel inclusion that determines the algorithm of fuzzy
inference in the fuzzy production model; and N is the post-condition of the produc-
tion rule that defines the actions or procedures to be performed in case of realization
of production kernel.

The kernel of fuzzy production A⇒ B is written in the following form:

IF x is A, THEN y is B , where x is an input variable, x ∈X; X is the range of
definition of the fuzzy rule antecedent; A is a fuzzy set defined on X; μ(x) ∈ [0,1]
is the membership function of the fuzzy set A; y is an output variable y ∈ Y ; Y is
the range of definition of the fuzzy rule consequent; B is a fuzzy set defined on Y ;
and μB(y) ∈ [0,1]is the membership function of the fuzzy set B .

The input variables t, τ, α and the output variables ω and ϕ are used to form the
rules of assessment of the GP status.

The variable τ is the time remaining before the end of the process, which has the
following term-set:

T 1= {“Ahead of schedule”, “As scheduled”, “Behind schedule”}.
“Ahead of schedule” is the situation where the process is fulfilled earlier than
planned, “As scheduled” corresponds to the situation where the process is fulfilled
according to the plan, and “Behind schedule” corresponds to the situation where the
process is fulfilled later than planned.

The variable t is the stage of the process with the term-set T 2 = {“Start”,
“In process”, “Completion”}.

The term “Start” corresponds to the situation where the assessment is made at the
initial stage of the process implementation. The term “In process” corresponds to the
situation where the assessment is made during the process. The term “Completion”
corresponds to the situation where the process moves into its final stage.

The variable α is the proportion of utilized funds of the plan that has the term-set:
T 3= {“completely”, “more than half”, “less than half”, “not utilized”}.

The term “completely” corresponds to the situation where all the funds allocated
by the financing plan are utilized. The term “more than half” corresponds to the
situation where in the course of the process execution more than half of the funds
earmarked by the financing plan are utilized. The term “less than half” corresponds
to the situation where in the course of execution less than half of funds earmarked by
the financing plan are utilized. The term “not utilized” corresponds to the situation
where the funds have not been utilized.

The output variable ω is a linguistic variable “Process status”, which has the
term-set T 4 = {“completed”, “close to completion”, “acceptable”, “problematic”,
“critical”}.

The output variable ϕ is a linguistic variable “Level of achievement of the process
objective”, which has the term-set T 5 = {“the objective is achieved”, “high degree
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of objective achievement”, “average degree of objective achievement”, “low degree
of objective achievement” and “the objective is not achievable”}.

Membership functions for the input and output variables are represented by fuzzy
numbers of (L-R)-type. Fuzzy numbers (L-R) are special fuzzy numbers introduced
in order to reduce the amount of computation. Membership functions of (L-R) fuzzy
numbers are defined by non-increasing functions on a set of nonnegative real num-
bers of real variables L(x) and R(x) satisfying the following properties:

(a) L(−x)= L(x),R(−x)=R(x);
(b) L(0)=R(0);
(c) L(∞)=R(∞)= 0.

The fuzzy number is generally defined as:

μ(x)=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1− ( a−x
γ
), if a − γ ≤ x < a;

1, if a ≤ x ≤ b;
1− ( x−b

δ
), if b < x ≤ b+ δ;

0, otherwise,

and is denoted by (a, b, γ, δ).
The membership functions for the variable t reflecting the stage of pro-

cess execution are: μstart(x) = (0,0.2,0,0.1), μin process(x) = (0.4,0.7,0.2,0.2),
μcompletion(x)= (0.8,1,0.1,0).

The membership functions for the variable τ have the following form:

μlag(x)= (0,0,0,0.4), μas scheduled(x)= (0.5,0.5,0.2,0.2),

μahead of schedule(x)= (1,1,0.4,0).

The membership function for the variable that reflects the utilized percentage of
funds is:

μnot utilized(x)= (0,0,0,0.15), μless than half (x)= (0.3,0.3,0.2,0.25),

μmore than half (x)= (0.7,0.7,0.25,0.25), μutilized(x)= (1,1,0.15,0).

The membership function for the output variable reflecting the status of the vari-
able ω at the top of the GP tree, has the following form:

μcritical(x)= (0,0,0,0.2), μproblem(x)= (0.3,0.3,0.2,0.2),

μacceptable(x)= (0.6,0.6,0.2,0.2),

μclose to completion(x)= (0.85,0.85,0.1,0.1), μcompleted(x)= (1,1,0.1,0).

The membership function for the output variable ϕ reflecting the degree of
achievement of the objective of the process is written as:

μnot achievable(x)= (0,0,0,0.2), μlow(x)= (0.3,0.3,0.2,0.2),
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Table 8.2 Fuzzy production rules

Number Status/Result Antecedent/Consequent

Unit 1

R1 IF Evaluation is made at the initial stage of the process, AND the
process is performed ahead of the schedule, AND less than
50 % of the funds are used

THEN The process status is acceptable

. . . . . . . . .

R23 IF Evaluation is made at the stage of process completion, AND
the process runs behind schedule, AND financial resources
have not been used

THEN The process status is critical

Unit 2

R18 IF Evaluation is made at the initial stage of the process, AND the
process is performed ahead of schedule, AND less than 50 % of
the funds are used

THEN There is high probability of achieving the process objectives

. . . . . . . . .

R47 IF Evaluation is made at the stage of process completion, AND
the process is behind schedule, AND financial resources have
not been used

THEN The objective of the process is not achievable

μmedium(x)= (0.5,0.5,0.2,0.25), μhigh(x)= (0.8,0.8,0.1,0.15),

μachieved(x)= (1,1,0.1,0).

The fuzzy knowledge base (FKB) is a set of fuzzy rules that reflect the experience
of the expert and his understanding of the cause-and-effect relation in the task. The
FKB connecting the inputs X = (x1, x2, . . . , xn) with the output y is expressed as:

(x1 = ã1j�jx2 = ã2j�j · · ·�jxn = ãnj )⇒ y = dj , j = 1,m,

where ãij is a fuzzy term that evaluates the variable xi in the j -th rule; d is the
inference of the j -th rule; m is the number of FKB rules; � is a logical operation
connecting the fragments of the j -th rule antecedent (it can be a logical operation
AND or OR); and ⇒ is a fuzzy implication.

To create a base of rules, various combinations of input variables with all the
terms were formed; then, the combinations of antecedents that had no sense were
removed, and consequents were defined on the basis of expert knowledge. Table 8.2
shows a fragment of fuzzy production rules of the fuzzy knowledge base formed
to determine the GP status (unit 1) and the level of achievement of GP objective
(unit 2).

The algorithms of the fuzzy logical inference are based on the Zadeh composi-
tional rule: “If we know the fuzzy relation R̃ between x and y, then for the fuzzy
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value of the input variable x = Ã the fuzzy value of the output variable y is defined
as: y = Ã ◦ R̃, where the sign “◦” is the “maxmin composition”.

We can also use the Mamdani algorithm. The fuzzy Mamdani inference is based
on the knowledge base:

(x1 = ã1j�jx2 = ã2j�j · · ·�jxn = ãnj with weight wj)⇒ y = d̃j , j = 1,m.

The degree of fulfillment of the j -th rule hypothesis for the current input vector
X∗ = (x∗1 , x∗2 , . . . , x∗n) is calculated as:

μj
(
X∗
)=wj

(
μj
(
x∗1
)
χj · · ·χjμj

(
x∗n
))
, j = 1,m,

where χj is a t-norm if in the j -th FKB rule AND is used, and corresponds to
s-norm if OR is used.

The fuzzy result is written as:

ỹ∗ =
(
μ1(X

∗)
d̃1

,
μ2(X

∗)
d̃2

, . . . ,
μm(X

∗)
d̃m

)

.

To transform to a fuzzy set on the support |y, y|, implication and aggregation oper-
ations are used. As a result of logical inference using the FKB j -th rule, the fuzzy
value of the output variable y is obtained:

d̃∗j = imp
(
d̃j ,μj

(
X∗
))
, j = 1,m, (8.4)

where imp is the implication realized by the minimum operation.
The result of logical inference for the whole FKB is found by aggregation of

fuzzy sets (8.4):

ỹ∗ = agg
(
d̃∗1 , d̃∗2 , . . . , d̃∗m

)
,

where agg is the aggregation of fuzzy sets, which is implemented by maximum
operation.

MATLAB is used for the implementation of the model. The constructed model
enables us to determine the output value of the variable ω from the values of input
variables t , τ and α.

In this model, 3 input linguistic variables describing the top of the GP tree, 2
output linguistic variables describing the status and the degree of achievement of
the process objective and 2 blocks of 23 production rules are defined.

8.3.5 The Task of Rapid Reallocation of Funds

The government program is a complex system that is subjected to the action of a
great variety of external factors. In some cases, the factors may have a negative
impact. In this case, the administrator making managerial decisions must optimally
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define cash redeployment among the GP objects. In this work, this task is solved
in two stages. The first step is multi-criteria choice of construction objects for the
expedited financing by the method of maxmin convolution [13, 14].

The purpose of this task is to order the construction objects for express financing
to achieve the indicators of GP implementation as close to the plan as possible.

There are many object alternatives A= {a1, a2, . . . , am} and a variety of evalua-
tion criteria C = {C1,C2, . . . ,Cn}.

Let μCi (aj ) be a number in the range [0,1] which defines the level of evaluation
of version aj ∈A by the criterion Ci ∈ C: the greater the value μCi (aj ), the higher
the evaluation of version aj by the criterion Ci , i = 1, n, j = 1,m.

The evaluation of objects by the i-th criterion can be presented as a fuzzy set C̃i :

C̃i =
{
μCi (a1)/a1,μCi (a2)/a2, . . . ,μCi (am)/am

}
,

where μCi (aj ) is the degree of membership of the element aj in the set C̃i .
To determine the degree of membership of fuzzy sets it is necessary to construct

membership functions based on paired comparisons.
Fuzzy sets C̃i are evaluated on the basis of the formula:

μ(ai)= 1

a1i + a2i + · · · + ami
. (8.5)

The criteria may have different significance when determining the best variant. In
this case, the matrix of paired comparisons of criteria is constructed. The weighting
factor of criterion βi is defined on the basis of the calculated values of the right
eigenvector of matrix of paired comparisons αi with the subsequent multiplication
by the number of criteria n: βi = αin, with the weighting factors satisfying the
following conditions: βi ≥ 0; i = 1, n; (1/n)

∑n
i=1 βi = 1, or using formula (8.5).

To choose the best alternative it is necessary to find the intersection of fuzzy sets
of corresponding criteria:

D = C
β1
1 ∩Cβ2

2 ∩ · · · ∩Cβn
n .

The intersection operation corresponds to taking the minimum:

μD(aj )= min
i=1,...,n

(
μCi (aj )

)βi , j = 1, . . . ,m,

D̃ =
{

mini=1,n(μCi (a1))
βi

a1
, . . . ,

mini=1,n(μCi (am))
βi

am

}

.

The best alternative a∗ is determined as the greatest value of the membership
function μD(a∗)=maxj=1,m μD(aj ).

Thus, we obtain the ordered list of objects for express financing, i.e., the priority
of allocation of funds μD(aj ), j = 1,m for each j -th object.

At the second stage, the administrator must make a decision on the allocation
of funds for some calendar period. Let R be the amount of monetary resources
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available for allocation. The demand of objects j = 1,m in financing is rj , j = 1,m.
The alternative variables that characterize the choice in the allocation of funds are:

xj =
{

1, if j -th object is provided with funds

0, otherwise
;

j = 1,m.

Taking into account the priorities μD(aj ), j = 1,m, we can conclude that the
optimization criterion is maximization of the level of objective achievement for pos-
sible allocation of funds among the objects to be financed:

m∑

j=1

μD(aj )xj →max . (8.6)

The constraints are the amounts of money available for allocation:

m∑

j=1

rj xj ≤R. (8.7)

By combining the optimization criteria (8.6) and the constraints (8.7) we obtain
the following multi-alternative optimization model:

m∑

j=1

μD(aj )xj →max,

m∑

j=1

rj xj ≤R,

xj =
{

1
0

j = 1,m.

To determine the integer optimum-possible plan of funds allocation the clipping
method proposed by Gomori is used.

8.3.6 The Task of Optimization of Network Management Model
for Construction Works in Fuzzy Environment Based
on the “Time-Cost” Criterion

After operative reallocation of funds by the administrator among the GP objects,
the executors have to revise network diagrams in order to reduce the time of their
fulfillment due to attraction of additional resources, that is, to solve the task of opti-
mization of the network diagram according to the “time-cost” criterion.
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It is reasonable to carry out optimization based on the “time-cost” criterion only
if the duration of works may be reduced at the expense of higher costs of work
performance [15].

To estimate the additional costs caused by higher rates of work performance,
either standards or the data on the implementation of similar projects in the past are
used.

The initial data for the optimization are:

– Tstart(i, j) is the ordinary work schedule;
– Texpedited(i, j) is the accelerated work schedule;
– Cstart(i, j) is the cost of work performance according to the ordinary schedule;

and
– Cexpedited(i, j) is the cost of work performance according to the accelerated

schedule.

Every work has a certain maximum amount of time by which its duration may
be reduced, Zmax(i, j)= Tstart(i, j)− Texpedited(i, j). In the analysis of the network
model in this type of optimization, the cost increase factor (acceleration factor) is
used:

k(i, j)= Cexpedited(i, j)−Cstart(i, j)

Tstart(i, j)− Texpedited(i, j)
,

which quantitatively assesses monetary funds or costs needed to reduce the duration
of work (i, j) by one day.

If we denote works along the critical path as {(i, j)cr }, its duration L is deter-
mined as L=∑

l∈{(i,j)cr } tl . In order to reduce L at the expense of additional forces
and funds, first of all it is necessary to speed up works along the critical path.

In case of exact values of network model parameters the task of optimiza-
tion by the “time-cost” criterion is formulated as follows: what additional means
x1, x2, . . . , xn and in what critical works {(i, j)′cr } we have to invest in order to re-
duce the length L of the critical (cr) path.

Let us assume that the investment of additional funds xl in the work a1 re-
duces the time of work to t ′l = fl(xl) < tl . It is required to determine the values of
variables x1, x2, . . . , xl, . . . , xn, xl > 0,∀l = 1, |{(i, j)cr }| (additional investments),
which would satisfy the following condition:

L′ =
∑

l∈{(i,j)New cr}
fl(xl)≤ L, (8.8)

where {(i, j)New cr} is the set of works of the new critical (New cr) path (after allo-
cation of funds), and the total amount of additional funds would be minimal, i.e.,

L=
∑

l∈{(i,j)New cr}
xl→min (8.9)

In general terms, constraints (8.8) are nonlinear since the investment of any funds
in the work al does not necessarily cause linear reduction of the time required for the
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work. Therefore, the task (8.8)–(8.9) generally refers to the class of nonlinear pro-
gramming problems. However, with small changes in the plan, when the constraints
(8.8) are linear, the task of optimizing the critical path is solved by the method of
linear programming.

The algorithm of multiple works on the critical path, which may reduce the length
by attracting additional funds, consists of the following steps [21, 22].

Step 1. Choice of critical work (i, j) which has a reserve time for reduction and
a minimum value of the coefficient of cost increase k(i, j).

Step 2. Estimation of time �ti,j by which it is necessary to reduce the duration
of work (i, j), guided by the following considerations:

– Maximum possible reserve time for the reduction of work (i, j) at the current
moment Z(i, j) is limited to the value Texpedited(i, j), i.e., Z(i, j) = tc.t.(i, j)−
Texpedited(i, j), where tc.t.(i, j) is the current time of execution (c.t.) of work
(tc.t.(i, j)= Tstart(i, j)) only for works that have not yet been reduced;

– In addition to the critical path of length L, the network has a subcritical path of
length Lstart, and the critical path length cannot be reduced by more than �L=
L−Lstart since in this case the critical path will not be critical, and the subcritical
path, on the contrary, will become critical;

– The time of reduction of the length of chosen work (i, j) is equal to �t =
tc.t.(i, j) − min[Z(i, j),�L], that is, if the difference between the duration of
critical and subcritical paths �L is less than the current reserve time for the re-
duction of work Z(i, j), it makes sense to reduce the work only by �L days,
otherwise, we can reduce the work fully by the value Z(i, j).

Step 3. We calculate the total cost C = k(i, j) × �t , as a result of rise in the
price of accelerated work a new schedule is created, possibly, with new critical and
subcritical paths.

Step 4. If the necessary length of critical path is not achieved, pass to step 1.
In the methods of network model analysis described, it was assumed that the time

of work execution is precisely known; however, in practice, in the real process of
project construction the turnaround time is usually quite uncertain.

In network planning, tasks with vaguely specified duration of work Tij are not
precisely known and are presented by fuzzy intervals of (L-R) type. The estimates
of the critical path may appear the early and late dates of completion of the whole
complex of works.

Let us assume that we know the earliest date of the start of construction work at
the site Tstart(1,1,1,1)LR , the latest date for the termination of construction work
T0(Llatest,Lstart,1,0)LR and the duration of work Tji .

The earliest starting (e.s.) date of the i-th work tstart(i) is calculated by the for-
mula max{te.s(j)} + Tji, j ∈ Pi , if Pi is nonempty and by Tstart(1,1,1,1)LR if oth-
erwise, where Pi is the set of works preceding the i-th work. The earliest date of
termination (e.d.t.) of the whole complex of works is L

latest
=max{te.d.t.(i)}, i ∈ P .

The latest start date (l.s.d.) of the i-th work is te.s(i) and is calculated by the for-
mula min{tl.s.d.(j)}−Tji, j ∈ Si , if Si is nonempty and by T0(LLlatest ,Lstart,1,0)LR
if otherwise, where Si is the set of works following the i-th work. The latest date of
termination of the whole complex of works is Lstart =max{te.d.t.(i)}, i ∈ P .
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Arithmetic approximation operations are used to carry out max and min op-
erations. Determination of minimum and maximum of two fuzzy numbers M =
(m1,m2, α,β)LR and N = (n1, n2, γ, δ)LR is performed using the formulas:

max(M,N)∼= (
max(m1, n1),max(m2, n2),max(m1, n1)−max(m1 − α,n1 − γ ),

max(m2 + β,n2 + δ)−max(m2, n2)
)
LR
;

min(M,N)∼= (
min(m1, n1),min(m2, n2),min(m1, n1)−min(m1 − α,n1 − γ ),

min(m2 + β,n2 + δ)−min(m2, n2)
)
LR
.

This option of approximation is used successively for the pairs of fuzzy num-
bers and results of their comparison. The algorithm for solving the task of opti-
mization by the “time-cost” criterion of network model of work administration in a
fuzzy environment is implemented in those environments that support fuzzy tech-
nology [21, 22].

8.4 Methods and Models for Evaluation of GP Implementation

8.4.1 Approaches to the Evaluation of Implementation
of Government Programs

The final phase of the GP life cycle model is associated with the evaluation of the
effectiveness of program implementation.

The analysis conducted during the theoretical review of approaches to the evalu-
ation of GP has made it possible to conclude that the GP evaluation system is based
on social impact and budgetary efficiency indicators. Budgetary efficiency means
the economic benefits for the State, which is expressed as a ratio of the resulting
social impact and costs incurred. The ratio, depending on the method used, can be
measured in absolute monetary terms or can define the cost of obtaining a unit of
social effect (in relative terms).

The basic general-theoretic methods for evaluating the effectiveness of programs
include: cost-benefit analysis (CBA), cost and utility analysis (CUA), cost and effec-
tiveness analysis (CEA) and numerous modifications thereof. Despite the diversity
of evaluation techniques, each has several notable limitations in practical applica-
tion: difficulty in assessing the social impact in terms of money, failing to suffi-
ciently consider the marginal cost of creating the social impact, etc.

Of the GP evaluation methodologies that have been developed to date, the ma-
jority are formal in nature and do not represent real experience. The analysis of
methods of evaluation of targeted government programs used in Russia has identi-
fied the following key disadvantages:

– Focus on the evaluation of quality of programming, rather than on the evaluation
of program effectiveness;
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– Not one particular GP but many GPs are evaluated with a view to their ranking
for financing;

– Complexity of interpreting indicators and groundless choice of weights in evalu-
ating the aggregate;

– High degree of subjectivity in assigning the points for each of the indicators in
the analysis of programs; and

– Lack of information on the evaluation criteria prior to its evaluation, etc.

In the Republic of Kazakhstan, the rules for assessing the effectiveness of bud-
getary programs are approved by decision of the Government [17]. In accordance
with the established rules, the administrator assesses:

– Economic efficiency of GP implementation;
– Efficiency of GP management;
– Quality of GP implementation; and
– Performance of GP administrator.

The evaluation of economic efficiency of GP is carried out with the use of the
criterion of effectiveness. The economic efficiency of GP is ensured by using the
optimum amount of budgetary resources needed to meet GP objectives. The cost
efficiency from the implementation of GP is determined by:

– Comparison of the planned volume of cost per unit of services provided by the
government (executed works) with the volume of actual costs per unit of services
provided by the government (executed works) during implementation of GP in
the period under review, or with similar costs under other programs; and

– Analysis of dynamics of GP implementation costs over the past three years.

The management efficiency of GP is defined using the criterion of timeliness by:

– Justification of implementation in full of the activities proposed for financing;
– Analysis of the activities actually carried out during the reporting period, indicat-

ing the quantitative indicators and qualitative characteristics in comparison with
the planned activities under the GP passport;

– Identifying the reasons for the deviation of events implemented within the GP
from the scheduled events;

– Monitoring cash disbursement on GP that reflects the analysis of timeliness of
budget utilization in accordance with the plan of GP funding regarding the pay-
ments and factors which have entailed budget non-utilization; and

– Analysis of the reasons for the existence of creditor or debit indebtedness for GP.

The final evaluation of GP quality during its implementation is carried out with
application of the criterion of quality through:

– The planned and actual levels of satisfaction of requirements of recipients of gov-
ernment services, their comparison and dynamics; and

– Analysis of existing low quality of public services.

The assessment of efficiency is based on the criterion of efficiency through:
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– Analysis of how and to what extent the planned activities under GP contribute to
the fulfillment of GP objective; and

– Defining the direct and final result of GP administrator’s activity.

The direct result of GP administrator’s activity is a quantitative indicator, which
characterizes the volume of services (executed works) provided by the administra-
tor during the reporting period. The final result of GP administrator’s activity is a
quality indicator, which characterizes the achievement of public policy objectives
by the GP administrator in the process of implementation of the budget. However,
in the Republic of Kazakhstan methods for determining this quality indicator are
currently not developed [18].

One of the most important indicators of effectiveness of GP implementation is
the timely development of the budget because otherwise there will be a reduction in
the budget for the next period. Therefore, the administrator, based on the monitoring
data, must analyze the factors that act as sources of risk and that result in disruption
of GP, and how these factors affect the targets.

In implementing a GP, the government carries out investment activity. Investment
activity is notably characterized by exposure to the greatest number of risks that are
very difficult to anticipate and assess.

In the existing methods of analysis and risk management, the consequences of
risk situations are usually evaluated in the scalar form (e.g., “loss-profit”). To assess
the risk of untimely performance of GP, where the funds are allocated from the
budget and the State generally does not get profit, the use of these methods is not
possible. This determines the need for qualitative analysis and risk management
techniques using cognitive modeling as well.

8.4.2 Fuzzy Cognitive Model of Risk Assessment of GP
Implementation

Cognitive technologies are intended for modeling and analysis of systems with:

– Multidimensionality of processes occurring in them and their interconnectedness,
due to which the identification and detailed study of individual events is not pos-
sible: all events occurring in them must be considered in aggregate [19];

– Absence of sufficient quantitative information about the dynamics of processes,
that necessitates qualitative analysis; and

– Variability of processes in time, etc.

A cognitive map is a type of mathematical model for formalization of the de-
scription of a complex object, a problem or the functioning of a system, and for
identifying cause-and-effect links between its elements as a result of impact on these
elements or changes in the nature of links [20].

A cognitive map represents a simulated system as a set of concepts that display
its objects or attributes and are interconnected by impact relationships or causal re-
lationships. Cognitive maps can be used for the qualitative assessment of the impact
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of individual concepts on each other and on the stability of the system as a whole,
to simulate and evaluate the use of various strategies when making decisions and
predicting decisions.

Traditional cognitive maps are plotted as an oriented graph and represent the
simulated system as a set of concepts that display its objects or attributes inter-
connected by impact or causal relationships. These numerical relationships may be
positive, negative or neutral, characterizing the impact of concepts on each other.

In a fuzzy cognitive map (FCM) each arc defines not only the direction and char-
acter but also the degree of influence of linked concepts. Depending on the approach,
instead of arc characters linking concepts, concepts are linked by relationships with
values in the [−1,1] range, or by fuzzy or linguistic variables.

The process of forming and using cognitive maps for training, support of man-
agement decision-making and risk assessment of GP can be represented as a se-
quence of the following procedures:

– Identification of the list of concepts (the agreed list of concepts in the case of a
survey by a team of experts);

– Identification of causal relationships between each pair of concepts (the agreed
causal relations);

– Plotting cognitive maps;
– Formation of alternate decisions and evaluation of their impacts; and
– Interpretation of cognitive maps and adoption of alternate decisions.

When designing the information and program support for risk assessment, a deci-
sion algorithm can be used according to the above sequence of procedures presented
in Fig. 8.4 [23, 24].

The effectiveness of initial stages of risk assessment depends on the successful
formation of an expert group and obtaining from them the quality of knowledge
that forms the basis of any expert system. To select GP action concepts and define
relationships between the concepts, one of the methods of expert assessment is used:
the direct evaluation method.

Group review of concepts with direct assessment. There are many approaches to
solving this problem.

Let m experts assess objects n using indicators l. The results of assessment are
represented by values xhij , where i is the concept number, j is the expert number,

and h is the indicator number. Values xhij obtained by direct assessment methods are
the numbers within the numeric axis or points.

As a group evaluation for each object, we can take the weighted average of its
evaluation

xi =
l∑

h=1

m∑

j=1

qhx
h
ij kj (i = 1,2 . . . n),

where qh are the weighting coefficients of comparison of concepts, and kj are the
coefficients of competence of experts.

Values qh and kj are normalized, i.e.,
∑l

h=1 qh = 1,
∑m

j=1 kj = 1.
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Fig. 8.4 The sequence of procedures to assess the risk of GP

Coefficients qh can be defined by expertise as an average weighted ratio of h-th
indicator for all the experts, i.e., qh =∑m

j=1 qhj kj .
A possibility of obtaining a group expert evaluation by aggregating individual

assessments with the competence and importance weights is based on:

– The axioms of von Neumann-Morgenstern utility theory for individual and group
assessments; and

– Conditions of indistinguishability of objects in the group if they are indistinguish-
able in all individual assessments (partial Pareto principle).

The competence rates of experts can be calculated from the aposterior data, i.e.,
the results of evaluation of objects. The main idea of this calculation is the assump-
tion that the competence of an expert should be estimated by the coherence of his
assessment with the group assessment of objects.

Thus, the expert group defines a list of concepts and impact relationships be-
tween them. These data are recorded in a database and used for constructing a fuzzy
cognitive map and for its analysis [23, 24].

When generating a list of concepts for a cognitive map, to help the experts par-
ticipating in the formulation of concepts and relationships between concepts, it is
necessary to provide additional information about possible causes of GP disruption.
To do this, it is necessary to review information from the data warehouse of the GP
administrator using the procedure of extraction of knowledge from database tables.

Knowledge acquisition from database tables is a collection of models, methods
and algorithms for data analysis in order to obtain the necessary knowledge.

In this case, the process of knowledge acquisition is conducted using a set of pro-
duction rules making it possible to select data and record them in the required way
for later processing. Here, the general rule of acquisition is used: “IF at least/equal/at
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least M of N conditions C1,C2, . . . ,CN are fulfilled, THEN A, OTHERWISE B”,
where M = (1,N), and where the part of the rule after IF is the premise and the part
after THEN is the conclusion or action; the conditions C1,C2, . . . ,CN are the facts
that describe the current state of the subject area.

The following rules have been generated to obtain information about possible
causes of GPHC disruption:

IF the tender date > the user established period, THEN k = k + 1 (Late holding
of tender procedures);

IF the same object has more than one general contractor, THEN k = k+1 (Unfair
contractor);

IF the same object has more than one agreement, THEN k = k + 1 (Break of
contractual relations);

IF the status of object corresponds to “in work: delayed”, THEN k = k+1 (Com-
missioning of object);

IF the volume of financing < the volume of spent financial means, THEN k =
k+ 1 (Amount of financing);

IF the amount of financing < the amount of spent financial means, THEN k =
k+ 1 (Defects in the project).

The information obtained as a result of acquisition from the database tables is
used as a mechanism to select a list of concepts, as well as to optimize this list, and
is given to the expert group during interview.

A fuzzy cognitive map (FCM) is a causal network G= (E,W), where E is a set
of concepts ei ∈E; and W is a set of relationships between concepts w(ei, ej ) ∈W ,
w :E ×E[−1,1].

For modeling of fuzzy-target dynamic systems based on fuzzy cognitive maps,
in [16] the fuzzy matrix regular algebra defined by the quadruple, is introduced:

Mn(R)= 〈FM,∨,◦,∗〉, where FM is the set of fuzzy matrices,∨ is the operation
max, ◦ is the maxi-triangular composition, and ∗ is the unary closure operator.

Fuzzy matrix regular algebra is used to describe and evaluate the causal impacts
of concepts on each other.

The objective of identifying the cross-impact of concepts is to determine the cu-
mulative causal effect (or maximum “weight” of path) from concept ei to concept
ej (ei → ek1 → ·· · → ekn→ ej ) on the graph of corresponding cognitive map de-
fined by the fuzzy matrix.

Figure 8.5 shows the FCM diagram composed of many of the concepts that be-
long to one of the following areas: concept areas—sources of risk, basic concepts,
target concepts and a set of relationships between concepts.

The causal path is defined as follows:

ei→ ej :
(
i, k1, . . . , k

′
1, j

)= Pl, l = 1 . . .m.

Then the cross impact of concepts w(ei, ej ) is defined as follows:

w(ei, ej )=
m⋃

l=1,p∈P
T w(ep, ep+1),
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Fig. 8.5 FCM diagram

where T is T -norm, which is considered as the operation of taking a minimum or a
product.

The cognitive cross-impact interaction matrix and fuzzy cognitive map are
formed according to the following procedure.

To determine the cross impact of concepts, a fuzzy matrix R of 2n × 2n size
is formed. Its elements are determined from the matrix W = [w(ei, ej )]n×n by the
following substitution:

if w(ei, ej ) > 0, then r2i−1,2j−1 =w(ei, ej ), r2i,2j =w(ei, ej );
if w(ei, ej ) < 0, then r2i−1,2j−1 =−w(ei, ej ), r2i,2j =−w(ei, ej );

the remaining elements take on zero values.
The procedure of transitive closure of R allows us to make consistent the cross-

impact relationships of concepts: R̂ =R ∪R2 ∪R3 ∪ · · · .
The result consists of positive-negative pairs of elements (vij , vij ) formed ac-

cording to the rule: vij =max(r2i−1,2j−1, r2i2j ), vij =−max(r2i−1,2j , r2i,2j−1).
The elements of matrix V = [〈vij , vij 〉] can be used as indicators characterizing

the dynamics to achieve one or more objectives. Figure 8.6 shows the block diagram
of FCM analysis. For FCM analysis it is necessary to calculate the basic system
parameters of fuzzy cognitive maps [23, 24]:

– Consonance of influence of concept ei on concept ej :

cij = |vij + vij |
|vij | + |vij | ;

– Dissonance of influence of concept ei on concept ej :

dij = 1− cij ;
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Fig. 8.6 Block diagram of FCM analysis

– Mutual consonance of influence of concepts ei and ej :

↔
c= |(vij + vji)+ (vij + vji)|

|vij + vji | + |vij + vji | ;

– Mutual dissonance of influence of concepts ei and ej :

↔
d = 1−↔

cij ;
– Impact (influence) of concept ei on concept ej :

pij = sign(vij + vij )max
(|vij |, |vij |

)
for vij 
= −vij ; and

– Mutual positive influence of concepts ei and ej :

↔
pij = ↔

pji = (vij Svji), where S is the corresponding S-norm.
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Fig. 8.7 Functional structure of ISMGP

For a more complete FCM analysis, it is necessary to define the following integral
indicators of the influence of concepts on the system and of the system on concepts:

– Consonance of influence of the i-th concept on the system:
→
Ci = 1

n

∑n
j=1 cij ;

– Dissonance of influence of the i-th concept on the system:
→
Di = 1

n

∑n
j=1 dij ;

– Consonance of influence of the system on the j -th concept:
←
Cj = 1

n

∑n
i=1 cij ;

– Dissonance of influence of the system on the j -th concept:
←
Dj = 1

n

∑n
i=1 dij ;

– Impact (influence) of the i-th concept on the system:
→
Pi = 1

n

∑n
j=1 pij ;

– Impact (influence) of the system on the j -th concept:
←
Pj = 1

n

∑n
i=1 pij ;

– Mutual consonance of the i-th concept and the system: ISCi = →
CiS

←
Ci ; and

– Mutual dissonance of the i-th concept and the system: J SCi = →
DiS

←
Di .

Indicators
→
Ci,

→
Di,

←
Cj ,

←
Dj,

→
Pi,

←
Pj characterize impact of each concept on the sys-

tem.
Selecting the appropriate type of relationship and specifying the level of values,

one can get a binary matrix and, therefore, identify the classes of related concepts
with this level with respect to a corresponding property (mutual consonance, disso-
nance, positive and negative impacts). This algorithm can be applied to assess the
risk of GP implementation.

The introduction of an information system for monitoring GPHC implementa-
tion describes the system engineering solution proposed in the previous sections
regarding the description methods, models and algorithms as a tool to support the
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Fig. 8.8 Formation of distributed information resource

technology, and distributed information system for monitoring GPHC implementa-
tion (ISMGP) [18, 19].

The functional structure of ISMGP includes a subsystem for support of decisions
made by administrators (SDMA), a subsystem for monitoring construction projects
and a subsystem for evaluation of GPHC implementation (Fig. 8.7).

A core of information support for ISMGP is the distributed relational database,
the formation of which is shown in Fig. 8.8. For each of the ISMGP subsystems the
user roles and data access privileges are defined.

The ISMGP software has a client-server architecture. Major subsystems of infor-
mation system are implemented as web applications, where the client is a browser
and the server is a web server on which the application logic is focused.
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The results of introduction of information and software components of ISMGP
complex are aimed at reducing the complexity and increasing the efficiency and
soundness of management decisions by program administrators at the regional level.

The introduction of information technology to monitor the implementation of
GPHC will directly affect the final result of the activity of the administrator, which is
measured by the quality indicator characterizing the volume of services rendered or
work performed by the administrator during the reporting period, by improving the
speed and quality of decisions. The use of expert-analytical capacity of ISMGP will
improve the evaluation of the impact of costs in relation of the achievement of public
policy objectives by the administrator during the implementation of GP [20–26].
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Chapter 9
Methodology for Identification of Competitive
Industrial Clusters

Under current conditions, the development of local areas acts as a driving force for
higher competitiveness of individual regions and the country as a whole. World ex-
perience provides many examples of how implementation of a cluster strategy of
economic development, characterized by close interaction between governmental
structures and enterprises, has augmented the competitiveness of the country and its
regions. Globalization makes production factors more mobile and increases compe-
tition among countries. In this climate, not only innovations and education but also
interrelations between enterprises become important factors in gaining and retain-
ing advantage over competitors. This situation has led to the creation of network
structures—clusters.

The term “cluster,” which has fairly recently appeared in economics, has a wide
range of interpretations. There are a great variety of approaches to the definition of
the term, with the integral elements being geographical closeness, inter-company
communications and inter-company or institutional networks. Taken together, these
factors differentiate a cluster from any other socio-economic phenomenon [1].

Scientific investigations in our country are based on the foreign experience of
economy clusterization, and mainly on the approach developed by M. Porter [2];
therefore it is necessary to give more precise definitions of cluster-based categories
and methods of economy management used in Kazakhstan.

Multi-aspect interpretation of the term “cluster” enables us to classify clusters
according to different criteria. Systematization of scientific approaches reveals three
conceptually different approaches to cluster identification:

(1) Approaches based on A. Marshall’s theoretical principles of economy localiza-
tion described by S. Rosenfeld; H. Schmitz and K. Nadvi; P. Swann and M.
Prevezer;

(2) Approaches centering on inter-branch relations and based on input-output ta-
bles. This approach is used in the papers of the following authors: D. Czamanski
and L. de Ablas; B. O’hUallachain, J. Redman, H. Roepke et al.; E. Bergman
and E. Feser;

(3) Approaches including a wide range of parameters developed in M. Porter’s
works: economy of localization and urbanization, internal scale effect, value

© Springer-Verlag Berlin Heidelberg 2015
G. Mutanov, Mathematical Methods and Models in Economic Planning,
Management and Budgeting, DOI 10.1007/978-3-662-45142-7_9
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added chain, technological innovations and other parameters explaining group-
ing of institutions in the geographical space.

An analysis of the existing foreign experience of cluster strategy of economic devel-
opment shows that there are three “centers” of cluster development: North America,
West Europe and Asia.

The development of Kazakhstani oblasts is a priority task at the national level,
determining the strategy of territorial development of the Republic of Kazakhstan
until 2015. The strategy of regional development is different for different oblasts.
This is because different oblasts have different natural resources, different economic
structures, different levels of development of certain spheres, different conditions of
entering into market economy, different rates of transformation of forms of property
and different competitive advantages determined by climatic, demographic, produc-
tion and geographic factors.

As regional clusters we will consider groups of regions with similar socio-
economic situations—which determine competitiveness [2, 3]—in order to involve
them in global and regional systems of goods, financial, labor, technology and in-
formation markets.

As the current development of Kazakhstan has a clearly pronounced regional
context, in order to develop an efficient territorial policy taking into account the
differences between the groups of regions (regional clusters) and directed at the
development of individual regions, regional clusters and the territory of the republic
as a whole, it is necessary to carry out clusterization of the Republic’s regions based
on similarities in their development.

However, we still do not have any unified mechanisms for creating and stimu-
lating clusters. Therefore in order to realize the vector of economic modernization
based on the cluster approach it is necessary to develop a justified system controlling
the clusterization process, including a detailed mechanism of cluster formation and
state support. In this context it seems reasonable and timely to carry out investiga-
tions using cluster methodology and aimed at the development of a theoretical and
methodological basis of economic management taking into account the country’s
regional and sectoral differences.

An important problem of cluster-based economy management is identification of
competitive industrial clusters.

An industrial cluster is a set of enterprises or institutions belonging to one or
several sectors of economy concentrated in a certain geographic region, which also
includes companies interrelated in the value-added process, suppliers of equipment,
spare parts and services, research institutes, universities and other organizations
complementing and enhancing competitive advantages, as compared to the same
sectors in other regions [6].

9.1 Cluster Analysis of Kazakhstani Regions

According to the theory of stable economic growth, the level of economic develop-
ment of regions can be estimated based on such parameters as innovation activity,



9.1 Cluster Analysis of Kazakhstani Regions 329

private capital, public capital, regional accessibility and regional concentration.
To analyze the economic development of Kazakhstani regions the following fac-

tors were chosen:

(1) innovation activity:

– gross expenditures on R&D (P1), which can be considered as resources used
for generation of new knowledge and technologies;

– expenditures on technological innovations of enterprises (P2). These are fac-
tual expenditures in monetary terms related to the carrying out of different
types of innovation activities fulfilled at the enterprise (total expenditures
take into account current and capital expenditures).

Depending on the type of innovation activities the following expenditures
are specified [4, 5]:

– expenditures on R&D related to implementation of new products and techno-
logical processes;

– expenditures on purchasing of intangible technologies—licenses on the use
of inventions, production prototypes, useful models, patent rights, nonpatent
licenses and technological services;

– expenditures on production design;
– expenditures on instrumental preparation, organization and launching of pro-

duction, training and retraining due to implementation of new products and
technological processes;

– expenditures on purchasing of machinery and equipment related to the im-
plementation of new or modernized products and technological processes;

– expenditures on marketing research on introduction of new products to the
market.

(2) Human resources:

– percentage of employed population having higher education (P3);
– percentage of employed population having specialized secondary education

(P4).

These indicators show the potential of the region to generate knowledge, to
adapt knowledge from other regions and to modernize instruments produced in
the region.

(3) Private capital:

– industrial investments into fixed assets per capita (P5). Such investment
shows the rate of support and growth of capital assets in the region, and also
the level of investment activity and attractiveness of the region for private
investors.

(4) Public capital:

– budget investments in fixed assets per capita (P6). These can be interpreted
as the regional factor characterizing capital investments [9]. The higher the
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factor, the higher the investment attractiveness of the region, including attrac-
tiveness for private investors.

(5) Regional accessibility (P7). This parameter characterizes the access of the re-
gion to the market and the national transport infrastructure (cities of Almaty and
Astana). This parameter is calculated as:

The distance from the oblast’s center to Almaty

The distance from Almaty to Astana

+ The distance from the oblast’s center to Astana

The distance from Almaty to Astana
(9.1)

(6) Regional business concentration:

– the number of active entrepreneurs per 1000 sq. km (P8). This factor charac-
terizes business density and can be interpreted as the level of potential urban-
ization of regional economy;

– the percentage of employment in industry and construction (P9). This indica-
tor characterizes the degree of potential localization of the national economy
and shows the degree of its industrialization.

These data were obtained based on the materials of the RK Statistics Agency and
its regional bodies [5–11].

Prior to carrying out cluster analysis, we checked the correlation between the pa-
rameters to be used in the analysis as strongly correlated variables tend to dominate
and therefore falsify analysis results. If the coefficient of pair correlation between
two variables is greater than 0.85, it is recommended to exclude one of them [11].
The coefficients of pair correlation given in Table 9.1 show that there is no close
correlation between the chosen variables.

As the parameters taken for the analysis are heterogeneous, the values were sub-
jected to the procedure of z-transformation, i.e., all values were reduced to the in-
terval −3 to +3, according to the formula:

z= x −m

σ
, (9.2)

where z is a standardized variable; x is a non-standardized variable; m is a mean
value; σ is a standard deviation.

In order to combine regions into larger groups based on their similarity, it is
necessary to carry out cluster analysis.

The task of cluster analysis is to subdivide the set of objects I , based on the data
contained in the set X, into m clusters (subsets) π1,π2, . . . , πm in such a way that
each object Ii belongs to the same subset and the objects belonging to the same
cluster are similar, whereas the objects belonging to different clusters are different
[12–14].

An important advantage of cluster analysis is the possibility to group objects not
by one parameter but by a set of parameters. Moreover, cluster analysis, unlike many
other mathematical statistical methods, does not impose any restrictions on the type
of studied objects and enables us to consider an arbitrary set of initial data. Cluster
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analysis also makes it possible to consider quite a large volume of information and
to sharply reduce or compress large arrays of socioeconomic information, to make
them more compact and convenient.

An important problem is the choice of method for clusterization. The advantage
of Ward’s cluster analysis is that the set of studied objects is partitioned into the
most statistically homogeneous groups [16]. This method enables us to optimize
minimal dispersion inside clusters. This target function is known as a within-group
sum of squares or the sum of squares of variances (SSV). The formula for the sum
of squares of variances is written as:

CKO= x2
j − 1/n

(∑
xj

)2
, (9.3)

where xj is the value of the indicator of the j -th object.
In Ward’s method the groups or objects with minimal SSV increment are united.
A very important problem in cluster analysis is the choice of the optimum number

of clusters. This is still among the unsolved problems of cluster analysis because
of the absence of an adequate zero hypothesis and complicated nature of multi-
dimensional sample distributions [14]. The variation of the corresponding function
is very often used as a criterion of grouping (the number of clusters) [15].

For example, in our case it is the square of the Euclidean distance determined
through standardized values:

dist=
n∑

i=1

(xi − yi)
2. (9.4)

The grouping process must provide progressive minimal increase in the value of
the criterion. A sharp jump can be interpreted as a characteristic of the number of
clusters objectively existing in the studied set, i.e., in the step where the value of the
coefficient increases stepwise, it is necessary to stop the process of uniting into new
clusters, otherwise clusters located at a rather large distance from each other will be
united.

The results of the cluster analysis are presented by:

(1) the proximity (similarity) matrix;
(2) the table of the order of agglomeration;
(3) the table of elements belonging to the cluster;
(4) the tree diagram (dendrogram).

The proximity matrix, obtained after processing of the initial data in SPSS 13,
is presented in Table 9.2. The matrix gives information about the similarity and
difference in the socio-economic development of regions. The lower the value, the
higher the degree of similarity of two oblasts or combinations in the cluster. By
contrast, the higher the corresponding value of the proximity matrix, the greater the
differences between the two oblasts [10, 15].

Each line describes a step in the factual formation of clusters. The merging pro-
cess presented in Table 9.3 can be described as follows: the data of the two columns
with the common name “merging into clusters” show that in the first step regions 3
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Table 9.3 Table of agglomeration order (the Ward method)

Steps Merging into cluster Coefficients The step when the cluster first appears Next step

Cluster 1 Cluster 2 Cluster 1 Cluster 2

1 3 6 0.538 0 0 7

2 8 13 2.184 0 0 5

3 2 5 4.047 0 0 4

4 2 9 6.519 3 0 11

5 8 12 10.018 2 0 6

6 1 8 15.177 0 5 10

7 3 11 21.500 1 0 10

8 4 10 28.306 0 0 13

9 7 14 36.705 0 0 12

10 1 3 46.005 6 7 11

11 1 2 59.011 10 4 12

12 1 7 79.588 11 9 13

13 1 4 117.000 12 8 0

and 6 are united (i.e., Almaty and Zhambyl oblasts). These regions have the highest
degree of similarity, and are both included in the third cluster as there is no cluster 6
in the table. In the next stages regions 8 and 13 (Kostanay and North Kazakhstan
oblasts), 2 and 5 (Aktyubinsk and West Kazakhstan oblasts), etc. are united [10].

To determine the optimal number of clusters it is necessary to determine the step
where the coefficient has a sharp jump. In our case there are three sharp jumps in the
coefficient: jump No. 1—at the tenth step, from 36.705 to 46.005; jump No. 2—at
the eleventh step, from 46.005 to 59.011 and jump No. 3—at the twelfth step, from
59.011 to 79.588.

The optimal number of clusters is the number equal to the difference between
the number of observations (14, in our case) and the number of steps after which
the coefficient increases stepwise. It means that after formation of two, three or four
clusters it is not necessary to continue merging, and the results with such a number
of clusters are optimal.

The choice of the optimal cluster from the three possibilities is an intuitive task.
In terms of economics it would be more reasonable to choose the result with four
clusters.

It is also necessary to explain the last three columns in Table 9.3 showing the
order of merging. For example, let us consider the line corresponding to the tenth
step. At this step clusters 1 and 3 merge. Before this step cluster 1 took part in
merging at the sixth step. Cluster 3 took part in merging at the seventh step. The
new cluster 1 will take part in merging at the eleventh step (column: next step).

When the optimal number of clusters is determined, it is necessary to determine
which cluster each region refers to (Table 9.4).
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Table 9.4 Formation of clusters

# Oblasts Cluster
number

# Oblasts Cluster
number

1 Akmola 1 8 Kostanay 1

2 Aktobe 2 9 Kyzylorda 2

3 Almaty 1 10 Mangistau 3

4 Atyrau 3 11 South Kazakhstan (SKO) 1

5 West Kazakhstan (WKO) 2 12 Pavlodar 1

6 Zhambyl 1 13 North Kazakhstan (NKO) 1

7 Karaganda 4 14 East Kazakhstan (EKO) 4

The most common method used for the representation of the proximity matrix
is based on the idea of the dendrogram, which is a graphic representation of the
process of successive cluster formation (Fig. 9.1).

The cluster analysis enabled us to make a conclusion that even regions located
nearby on the map of Kazakhstan differ so considerably from each other by the level
of economic development and growth potential that they cannot be referred to the
same regional cluster [6–11].

Table 9.4 and the dendrogram show that cluster 1 includes South Kazakhstan,
Zhanbyl, Almaty, North Kazakhstan, Pavlodar, Kostanay and Akmola oblasts. Clus-
ter 2 includes Aktobe, West Kazakhstan and Kyzylorda oblasts. Cluster 3 consists
of Atyrau and Mangistau oblasts. Cluster 4 is formed by Karaganda and East Kaza-
khstan oblasts.

Table 9.5 presents the information about cluster profiles. Cluster 1 containing
seven oblasts has the lowest level of such factors of growth as the percentage of
employed population with higher education (16.1 % as compared with 18.7 % on

Fig. 9.1 A dendrogram constructed using Ward’s method
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average in Kazakhstan), industrial investments per capita, and the percentage of
employed population working in industry and construction (12.5 % as compared
with 14.95 % on average in Kazakhstan) [10].

The average volume of industrial investments per capita for the oblasts of clus-
ter 1 amounts to 23,900 tenge, which is 1.44 times lower than the average value for
the country. Such factors of growth as gross expenditures on R&D, expenditures of
enterprises on technological innovations, and budget investments into fixed assets
per capita are lower than the corresponding average values for Kazakhstan. How-
ever, the cluster has the highest level of regional business concentration estimated
by the number of active entrepreneurs per 1000 sq. km (34.11 % against 24.92 % on
average in the country).

The second cluster has a high level of investment activity. The average volume of
industrial investments per capita is 67,400 tenge, which is almost 2 times higher than
the average national value. The average value of budget investments in fixed assets
per capita is 17,200 tenge, which is also almost 2 times higher than the average
value for the Republic. The oblasts included in the cluster have the lowest indicators
of innovation activity. Gross expenditures on R&D equal to 154.1 million tenge as
compared to the average value for the Republic—183.35 million tenge; expenditures
on technological innovations of enterprises amount to 700.42 million tenge, which
is 2.8 times as low as the average value for the country. The average value of the
indicator showing regional business concentration is 2.5 times as low as the same
indicator in the first cluster, and has the lowest value as compared with the other
clusters. As the regions included in the cluster are located far from the center of
the country and have underdeveloped infrastructure, the average value of the factor
reflecting regional accessibility is rather low: the coefficient of the relative distance
is 0.4. The other parameters do not differ from the average values for the Republic.

The third cluster consists of the two oblasts rich in oil—Atyrau and Mangistau
oblasts. It has the highest average level of such indicators as industrial investments
in fixed assets per capita (16.2 times as high as in the first sector and 11.2 times as
high as the average value). High values of employment of population having higher
and specialized secondary education, and the fact that a third of the employed pop-
ulation work in industry and construction provided the highest growth rates among
the oblasts. This cluster also has high average levels of indicators of innovation
activities and regional business concentration. The only factor hampering the devel-
opment of the oblasts is their distance from the markets of Almaty and Astana (the
average value of the relative distance is 0.279 as compared with the average value
for all the oblasts—0.575).

A distinguishing feature of the fourth cluster including the East Kazakhstan and
Karaganda oblasts is the highest indicators of the innovation activity. Gross expen-
ditures on R&D amount to 1992.45 million tenge, which is 10.9 times as high as the
average national indicators, while expenditures on technological innovations cost
9667.74 million tenge, which is 5 times as high as the average values for all oblasts
of the Republic. The oblasts included in the cluster are characterized by a high level
of education of human resources. On average, 21.35 % of the workforce has higher
education, whereas the average indicator for all the oblasts taken together is 18.7 %.
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The cluster has a high level of industrial investments per capita (1.2 times as high as
the average value for the country), high percentage of the population working in in-
dustry and construction (1.7 times as high as the average value for the country), and
high level of regional accessibility (0.7105 as compared with the average of 0.5745
for all the oblasts). However, budget investments per capita are 1.3 times lower than
the average value of this indicator for Kazakhstan. Such indicators as the percent-
age of employed population having higher and specialized secondary education as
well as regional business concentration are close to the average national values.
Both oblasts included in the fourth cluster are industrially developed oblasts char-
acterized by high production potential, domination of large enterprises and highly
developed mining complex. High values of such factors of economic growth as in-
novation activity and human capital provided modest rate of economic growth in the
past 10 years.

According to the 2015 Strategy of Territorial Development of the Republic of
Kazakhstan, the main factors that will provide higher economic potential and com-
petitiveness of the specified regional clusters are:

– Marketing research aimed at determining the directions of positioning (special-
ization) of regions and reference cities in the national, regional and world eco-
nomic systems;

– Orientation of regions not only on the efficient use of traditional production fac-
tors but also on the development of specialized factors such as innovation capital,
qualified workforce, modern infrastructure and institutional environment;

– Combination of the efforts of small and middle-sized companies and other con-
cerned organizations aimed at finding niches in which the regional cluster has
potential competitive advantages;

– In the regions dominated by large, vertically integrated companies (mainly in
gas-and-oil production and mining industries), the development of higher-level
production (based on deeper processing of raw materials), creation of outsourc-
ing mechanisms and strengthening of the local component in large projects with
creation of auxiliary, service and processing blocks of small and middle-sized
enterprises.

9.2 Methods of Identification of Competitive Industrial Clusters

As mentioned above, cluster initiatives have become an important part of territorial
policy all over the world. The cluster concept is a promising instrument to be used
in the analysis of areas, forming a new attitude to the role of local authorities, en-
terprises and organizations making attempts to increase their competitiveness. The
application of the cluster approach is especially useful at the level of regions or
oblasts as its essential component is close contact among cluster members. An im-
portant problem of local authorities is identification of the most competitive indus-
trial clusters in order to speed up their development.
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Fig. 9.2 A flowchart of the algorithm of formation of competitive industrial clusters

In order to identify competitive industrial clusters it was proposed to use a com-
bined method that can be schematically presented as Fig. 9.2.

At the first stage of formation of industrial clusters it is necessary to evaluate
specialization of the region, to study limitations of production factors and resources
in order to determine the sectors where the area has the highest competitive advan-
tages.

To identify a set of branches forming the economic base of the oblast we used the
technique suggested by E.W. Hill and J.F. Brennan in [16]. According to this tech-
nique, the branches in which the region has the main competitive advantages are
defined as industry drivers as they form the basis for the development of regional
economy. These industries must form the core of industrial clusters [2, 17, 24, 25]. In
order to determine industry drivers a combination of cluster and discriminant anal-
yses is used. Cluster analysis was used to identify different groups of such sectors.
The aim of discriminant analysis was to determine differences between homoge-
neous groups of industries.

The choice of the set of variables for identification of the most competitive spe-
cializations in the area is based on the “economic base” theory and the theory of
competitive advantages.

The founder of the “economic base” theory was the Danish mercantilist Peter de
la Kurt (1659). In his research “’t Welvaren der Stadt Leiden” (On the prosperity
of Leiden city) he revealed two basic sectors of the city’s economy: export-oriented
production and the university. All other elements of the economic structure turned
out to depend on the basic elements. The author concluded that in order to increase
the population of the city its authorities had to make efforts to stimulate export and
import-substitution.

The modern version of the “economic base” theory was formulated by the Ger-
man economist Varner Sombart. The name of the theory reflects the specificity of the
economic model of regional development specifying the concept of the basic sector.
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A specific feature of the basic sector is orientation of its activities toward satisfac-
tion of the external demand. The non-basic sector is, by contrast, oriented toward
internal regional demands. According to the theory, the equivalent of regional eco-
nomic development is economic growth measured by the indicators of the dynamics
of production volumes, income per capita or employment.

The main driving force of economic development is the reaction of the basic
sector on economic demand, increase of which causes increase in regional exports
and growth in the basic sector. Changes in the volume of production, income and
employment in the basic sector are multiplicatively translated into the other sectors
of the regional economy.

In the theory of competitive advantages developed by M. Porter [2], the industry
driver must consist of competitive companies or institutions, as the most impor-
tant advantages of clusterization are created by the competition in product innova-
tions, in quality improvement, in the adaptation of innovations and stimulation of
entrepreneurship.

M. Porter states in [2] that competitive advantages of object location are formed
by the quality of the environment, which this location provides for achieving high
and constantly growing productivity in a certain sphere.

Based on the “economic base” theory and the theory of competitive advantages
E. Hill and J.F. Brennan [16] showed that in order to identify industrial clusters it
is necessary to take into account the following factors: the level of competitiveness,
indicators of the oblast’s export orientation, the level of concentration of regional
economy and specialization of employment.

The set of indicators for the analysis is limited by the availability and accessibility
of required statistical data.

In order to estimate competitiveness the following variables are used:

– the coefficient of localization calculated based on production factors (LQP),
which is determined from the formula:

LQPi = Specific weight of the regional volume of the industry product in GRP

Specific weight of the regional volume of the industry product in GDP
(9.5)

This indicator characterizes the extent of agglomeration of industries and the
level of specialization of the territory according to the production factors, and en-
ables us to determine the industries with high and low contribution to the total cost
of finished products and services produced by economic units/residents of the re-
gion over a certain period of time with respect to the average level in the regional
economy. The leading branches of the regional economy will be the branches with
the highest level in the region. This indicator is used to estimate specialization of
the regional economy and to determine clusters [2, 18, 19];

– absolute change in LQP from 2003 to 2008. (�LQP).

This indicator enables us to understand whether the sector gained or lost its com-
petitiveness over the considered period. The obtained data can be interpreted as
follows: if LQP is high (>1) and grows with time, it means that such a branch has
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high competitiveness; if LQP is low (≤1) but increasing, it is a sign of increasing
competitiveness; if LQP is high but decreasing, it means that this branch is losing
its competitiveness; if LQP is low and decreasing, it means that there is no compet-
itiveness;

– absolute change in the place of the regional industry in national employment from
2003 to 2008 (�Ni ) is calculated using the formula:

�Ni =
(
eiR

eiN

)

2007
−
(
eiR

eiN

)

2003
, (9.6)

where eiR is the number of people working in the i-th industry in the region;
eiN is the number of people working in the i-th industry in the country.

This variable was used in [16]. The negative value of the indicator shows a de-
crease in the employment in the region, hence a decrease in the competitiveness
of regional enterprises. By contrast, increase in the indicator can be considered as
an increase in the competitiveness of the industry, and its enterprises will become
leaders in the region.

The following are used as indicators of export orientation of the region [16]:

– the percentage of regional exports in the volume of industry production in the
region;

– the percentage of regional exports in an industry, in the total volume of regional
exports.

To identify export-oriented industries one can also use the following indicator:

– the percentage of the regional exports of the industry in the total volume of na-
tional exports.

High values of the above variable are seen to identify the presence of leading
enterprises in the industry.

The level of concentration of the regional economy can be characterized using
such indicators as:

– absolute change in the place of the industry in regional employment from 2003
to 2008 (�Li ), which is determined by the formula:

�Li =
(
eiR

etR

)

2007
−
(
eiR

etR

)

2003
, (9.7)

where etR is the number of working people in the region.

This variable is used in [16] and its dynamics are interpreted as follows: if the
percentage of the people employed by the industry decreases, it occupies weaker
positions on the labor market and its regional competitiveness decreases;

– the ratio of the number of registered legal persons in the EKO and the RK per
100,000 residents in the region and in the Republic (Sh). This indicator provides
information about spatial concentration of the industry and the level of concen-
tration of a certain industry in the region.
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According to [2, 16, 18, 19], the specialization of employment can be estimated
using:

– the localization coefficient calculated on the base of employment (LQE), charac-
terizing the degree of agglomeration of industries and the level of specialization
of the territory according to the level of employment. To calculate this indicator
the following formula is used:

LQEi =
(
eiR

etR

)/(
eiN

etN

)

, (9.8)

where etN is the number of employed people in the Republic of Kazakhstan;
– the absolute change in LQE (�LQE).

Disproportionately high concentration of employment in a branch of industry
is an indicator of cluster economy, especially if LQE is accompanied by growing
specific weight of national employment in this branch.

Therefore the leading industries of the territory must have the following charac-
teristics:

– high value of the localization coefficient calculated on the basis of the factors of
production and positive dynamics of this indicator;

– high percentage of export of their products;
– disproportionately high specific weight in the export of the region;
– increase in the specific weight of workers employed in the industry at the region

level;
– high value of the localization coefficient calculated on the basis of employment

and positive dynamics of this indicator.

An analysis of existing methods of cluster identification showed that the most
precise and complete information about existing interrelations between industries
can be obtained using factor analysis and the method of the main data components
presented in the “input–output” tables.

To identify industrial regional clusters we used the method suggested in [20].
In order to identify industries that will form the basis of the industrial regional

clusters, it is important to identify the most active relations between industries inde-
pendent of their location. As the basis of model construction, it is proposed to use
national “input–output” tables.

The data of the “input–output” tables enable us to obtain characteristics of inter-
relations between the sectors producing goods and services and consuming sectors
(excluding transport, dealer services and pure taxes on products) and to identify the
dependence of domestic production and consumption on the foreign market. A sym-
metrical “input–output” table establishes relations “product–product,” i.e., the same
classification is used in the lines and columns of the symmetrical table. The columns
of the table present the data on consumption of an industry from other industries and
the lines present information about the demand of other industries for the products
produced by this industry.

The construction of the “input–output” table is based on Leontyev’s model of
inter-industrial balance. The main idea of the model can be explained as follows.
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Let us suppose that the production sector of the national economy is subdivided
into n branches (power-generating industry, machine-building industry, agriculture,
etc.).

Let us consider branch i = 1,2, . . . , n. It produces the volume xi of some prod-
ucts within a given period of time (for example, a year), which is called gross output.
Some part of the volume xi , volume xii produced by the i-th branch, is used for its
own production, some part goes to the other branches j = 1,2, . . . , n for consump-
tion in their production (this part is denoted xij ), and some other part of the volume
yi goes for consumption in the nonproduction sphere, the so-called volume of final
consumption. The above-listed spheres of distribution of the gross product of the
i-th branch give the following balance relation:

xi = xi1 + xi2 + · · · + xin + yi =
n∑

j=1

xij + yi . (9.9)

Then the coefficients of direct expenditures aij are introduced, which show how
many units of the i-th branch products are spent on the production of one unit of
products in the j -th branch. Now we can write that the volume of production pro-
duced in the i-th branch in the volume xij and transferred for production needs to
the j -th branch is equal to:

xij = aij × xj . (9.10)

It is assumed that the production technology does not change in all branches
(within the time period under consideration), which means that the coefficients of
direct expenditures aij are constant. This gives the following balance relation called
Leontyev’s model:

xi =
n∑

j=1

aij × xj + yi . (9.11)

Substituting the vector of gross output X, the matrix of direct expenditures A and
the vector of final consumption Y we obtain:

X =
⎛

⎜
⎝

x1
...

xn

⎞

⎟
⎠ , A=

⎛

⎜
⎝

a11 · · · a1n
...

. . .
...

an1 · · · ann

⎞

⎟
⎠ , Y =

⎛

⎜
⎝

y1
...

yn

⎞

⎟
⎠ . (9.12)

Leontyev’s model can be also written in the matrix form:

X =AX+ Y. (9.13)

The assumption of stability of the branch production technology used in Leon-
tyev’s model and in the compilation of the national “input–output” tables enables us
to use the results of these tables at the regional level.

Having the values of general intermediate purchases (p) and sales (s) in each
branch, we can write a functional dependence between any two branches i and j for
each industry by means of four coefficients:

xij = aij

pj
, xji = aji

pi
, yij = aij

si
, yji = aji

sj
. (9.14)
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Each of the coefficients (9.14) is an indicator of the dependence of branch i on
branch j in terms of closely related purchases and sales:

xij and xji are specific weights of intermediate purchases j (i) from i(j) in the
total volume of intermediate purchases of goods and services. High values of the
coefficient mean that the j -th industry depends on the i-th industry as the main
source of its intermediate expenditures;

yij and yji are specific weights of intermediate sales i(j) for j (i) in the total vol-
ume of intermediate purchases of goods and services. High values of this coefficient
mean that the i-th industry depends on the j -th industry as the main market.

The coefficients xij , xji are included in matrix X, and the coefficients yij , yji in
matrix Y .

Each column (x) of matrix X is an example of intermediate purchases of the
industry located in the columns. Each column (y) of matrix Y is an example of
intermediate output sales of the industry located in the columns.

To evaluate the interrelations between each pair of industries based on inputs and
outputs of a large number of sectors, one must use correlation analysis.

In order to determine the similarity between the structures of the “input–output”
tables of industries l and m, Fezer and Bergman [20] suggested calculating the four
correlation coefficients based on the data of matrices X and Y :

r(xl, xm) measures the degree of similarity of samples of input purchases of in-
dustries l and m;

r(yl, ym) measures the degree of similarity of output products of industries l

and m; i.e., the degree of similarity of sales of goods to mixed intermediate output
buyers;

r(xl, ym) measures the degree of similarity of samples of input purchases of in-
dustry l with samples of outputs sales to industry m, i.e., the percentage of purchases
of industry l from the sectors for which industry m is a seller;

r(yl, xm) measures the degree of similarity of the samples of input purchases of
industry m with the samples of input purchases of industry l, i.e., the percentage of
purchases of industry m from the sectors for which industry l acts as a seller.

The equation for the correlation coefficient is written as [21]:

σx,y = Cov(X,Y )

σx × σy
, (9.15)

where−1≤ σx,y ≤ 1; Cov(X,Y )= 1
n

∑n
i=1(xi−μx)× (yi −μy) is the covariation

coefficient; σx =
√∑n

i=1(xi −μx)2 × pi and σy =
√∑n

i=1(yi −μy)2 × pi are the

average quadratic variances of x and y; μx =∑n
i=1 xi ×pi and μy =∑n

i=1 yi ×pi
are mathematical expectations of x and y; xi and yi are i-th possible values of x
and y; pi is the probability of appearance of the i-th value of x or y.

In calculations of correlation coefficients only production sectors are taken into
account in order to exclude the influence of nonproduction sectors (as technologi-
cally different) on the results of the analysis. The industries of the service sector are
connected with almost all production industries.

The results of calculations of the maximum coefficient of the four correlation co-
efficients are used to construct a symmetrical matrix Lv for each pair of industries.
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Each column of matrix Lv is a sample of interconnection between the industry in
the column and all other production industries. The measures of direct and indirect
inter-industrial connection calculated for each sector of national economy and pre-
sented in matrix Lv are considered as variables in factor analysis. The purpose of
factor analysis is to find such complex factors that most fully explain the observed
connections between the available variables.

In the general case the model of the described connection is a set of linear equa-
tions. The coefficients of such equations are so-called factor loadings that show the
“weight” of each factor for any given indicator. In the matrix form the system of
equations can be written as:

X = S × F +E, (9.16)

where X is the matrix of indicators (or variables), S is the matrix of loadings, F is
the matrix of new “latent” variables, E is the matrix of residuals.

This equation describes the transition from primary variables (indicators) to new
variables (factors). Such a transformation enables us:

(1) to identify variables defining the studied set of indicators, to analyze their num-
ber and type;

(2) to compress the data—instead of a great number of variables the system is de-
scribed by a few factors.

At the first stage of factor analysis the given values of variables are standard-
ized (z-transformation); then the standardized values are used to calculate Pierson
correlation coefficients (r) between the considered variables:

r = n× (
∑

X× Y)− (
∑

X)× (
∑

Y)
√[n×∑

X2 − (
∑

X)2] × [n×∑
Y 2 − (

∑
Y)2] . (9.17)

The initial element for further calculations is the correlation matrix. To con-
struct a correlation matrix it is necessary to determine so-called eigenvalues and
their eigenvectors, which are determined through the estimates of the matrix di-
agonal elements (so-called relative dispersions of simple factors). The dispersion
eigenvalues are sorted in descending order; for this purpose all factors whose eigen-
values exceed 1 are taken. The eigenvalues corresponding to these eigenvalues form
factors (F ); the elements of eigenvectors are called factor loadings (S). They are
correlation coefficients between the corresponding variables (X) and factors (F ).

To solve the problem of factor determination, many different methods have been
developed, the most widely used method being determination of the main compo-
nents suggested by Pierson in 1901 and developed in detail by Hotteling.

The steps of calculation described above do not give an unambiguous solution
to the problem of factor determination. Based on the geometric representation of
the problem under consideration, the solution to the unambiguous problem can be
found by the rotation of factors. The factors can be replaced by their linear combi-
nations that are not mutually correlated and have dispersions equal to 1. This gives
an infinite number of sets of factors satisfying the model.
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The procedure of construction of a new set of factors is called orthogonal rotation
of factors [26]. After rotation the factor model can be written as:

Xi =
m∑

j=1

cijF
(R)
j + ei, i = 1, . . . , p, (9.18)

where cij =∑m
k=1 likqkj , i = 1, . . . , p, j = 1, . . . ,m, cij are loadings of new fac-

tors; lik are estimations of new loadings; qkj are constants.
In order to obtain simple structures it is necessary to minimize the target function

depending on the loadings of new factors [26]:

G=
m∑

k=1

m∑

j=1
j 
=k

[
p∑

i=1

c2
ij c

2
ik −

γ

p

(
p∑

i=1

c2
ij

)(
p∑

i=1

c2
ik

)]

→min, (9.19)

for 0≤ γ ≤ 1.
To determine the structure of factors we used the “Varimax” method of rotation

maximizing the dispersion of squared loadings for each factor, which increases large
values and decreases small values of factor loadings: for γ = 1

1

p

m∑

j=1

p∑

i=1

(
c2
ij − c2·j

)2 →max, (9.20)

where c2·j = 1
p

∑p

i=1 c
2
ij , j = 1, . . . ,m.

Based on the values of loadings, one can try to interpret the meaning of every
factor.

As it is stated in [20], every cluster obtained as a result of analysis of the “input–
output” tables consists of a set of primary and secondary industries. Primary indus-
tries in this group are the sectors that have maximal factor loading in this factor, the
value of which is not less than 0.6. Secondary industries in this group are the sectors
that have factor loading in the factor more than 0.35 and less than 0.6.

An important problem is the assessment of structural influence of the industrial
cluster on the regional economy. For this purpose economists usually use regional
models of general economic development, Regional CGE Models (Regional Com-
putable General Equilibrium Models), a combination of matrix and econometric
models [22]. As the basis of such a model, a matrix of financial flows (or a ma-
trix of accounts for the analysis of social processes) is usually used. Under certain
conditions regional CGE models enable economists to make prognosis estimations,
which is especially important for both short-term and long-term planning. As a rule,
to obtain assessments of strategic planning it is sufficient to have only matrix models
such as the inter-industry balance (“input–output” tables) and a matrix of accounts
for the analysis of social processes.

As mentioned above, the estimation of economic influence using “input–output”
tables is based on Leontiyev’s matrix equation, which enables us to estimate possible
changes in the gross output and the influence of primary factors on a certain change
in the final demand.
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If �Y is a vector of changes in the final demand, formula (9.13) can be rewritten
as:

�X = (1−A)−�Y. (9.21)

Equation (9.21) gives the direct and indirect effects of the changes in the final
demand on the gross output (at the expense of additional income, imports, etc.).

Extensive application of the “input–output” method abroad has led to formation
of a number of standard operations.

As a rule, 3 types of multipliers are calculated for each sector of the economy
[22, 23]:

(1) the multiplier of gross output shows the increase in the gross output in all
spheres of the regional economy per unit of increase in the total volume of
sales in the i-th industry;

(2) the added value multiplier shows the increase in the gross added value in all
sectors of regional economy per unit of increase in the total volume of sales in
the i-th industry;

(3) the multiplier of household incomes shows the increase in household incomes
as a result of a 1 % increase in the total volume of sales in the i-th industry.

The calculation of multipliers for each product (a pure industry) of the regional
economy is based on the determination of direct and indirect effects.

The direct effect is calculated as a ratio of the increment of the corresponding
indicator in the industry (φji ) to the change in the final demand in the industry (Yi ):

K
j
i =

�φ
j
i

�Yi
, (9.22)

where i is the number of the industry; j is the number of the multiplier.
The indirect effect is determined as the change of the summarized value of the

indicator in the other industries in the region (�Φj −�φ
j
i ) divided by the change

in the final demand in the industry:

H
j
i =

�Φj −�φ
j
i

�Yi
. (9.23)

The numerical value of the total multiplier can be evaluated by summing the
values of multipliers of direct and indirect effects [25].

The application of factor analysis to the “input–output” structure means reduc-
tion in the number of industries to a smaller number of industrial clusters [27–29],
which most fully explain the observed connections between the variables of the
“input–output” table.

Recommendations/requirements to the leading industries To have high LQP value
and positive dynamics of this indicator; to export the major part of its products; to
have a disproportionately high weight in the export of the region; to demonstrate
growth of the weight of workers employed in the industry at the regional level. The
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industry drivers must make the core of industrial clusters of the region as they form
the basis for the development of the regional economy.

The method of identification of industrial clusters was approbated on the example
of the East Kazakhstan Oblast.

The results of estimation of EKO sectoral specialization enable us to conclude
that 21 industries in the EKO oblast can be grouped into 7 clusters depending on the
level of their competitiveness. Today the industry driver in the oblast is “production
of non-ferrous metals,” and the developing driver is “production of machinery and
equipment.” These industries are to form the core of the EKO potential industrial
cluster as a cluster promoting acceleration of economic development of the oblast.

Based on the results of estimation of EKO sectoral specialization, we identified
the mining cluster as the most promising for the development of the oblast economy.
The members of the cluster were identified as a result of studying inter-industrial
connections based on the “input–output” tables and factor analysis with the main
components. These industries are “mining of metallic ores,” “metallurgy and metal
working,” “manufacturing and repair of machinery, equipment and spare parts,” and
“mining of coal and lignite, development of peat deposits,” with each of the indus-
tries forming a link in the price chain, adding its price to the end product.
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Conclusion

One of the main issues—and opportunities—in economic development is higher
management standards at every level. However, it is impossible to achieve high
management standards and to make strategic and tactical decisions without twenty-
first-century instruments based on solid mathematical models and methods.

The set of new economic-mathematical methods and models suggested in this
book are structured as information support systems for making decisions in prob-
lems of budget control, economic efficiency of production systems, currency ex-
change, and assessment of investment projects and investment decisions.

An analysis of existing practices of budget process modeling reveals a lack of
efficient mathematical models for making calculations and forecasts and controlling
financial flows. In order to structure and understand functions and organizational
budget systems, a unified budget classification system has therefore been established
and models of budget knowledge representation have been constructed. A mathe-
matical budget model based on the matrix of interaction of income and expenditure
items is presented in the first two chapters of this book. The matrix elements are
equal to the ratio of the expense vector elements to the income vector elements. The
differential of the budget equation shows budget sensitivity to changeable (control-
lable) parameters. Statistical processing of the experimental data confirms that the
model adequately describes factual budget performance. The model can be used in
an arbitrary section of budget classification and in any discretization period. The
method of program control is detailed here, along with models for correcting pro-
gram control and assessing program decisions, the dynamic model controlling flows
of budgetary funds, and the information system controlling financial budget flows.

Entropic estimation of the state of production system parameters makes it possi-
ble to estimate changes in parameters by a single relative indicator, and to synthesize
such estimations into a unified economic image of the current production situation.
In the real production conditions at a certain moment of time every value of the
state of a controlled object corresponds to a certain value of entropy. As entropy
is defined by a quadratic form, by knowing its value for a certain article one can
determine the efficiency of its production with respect to other articles. Based on
the mathematical statement on reduction of quadratic forms to the canonic form, the
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method developed in the third chapter can be used for comparison of several single-
type productions. More exact values of quadratic forms mean that this approach is
justified mathematically and is applicable for assessment of production systems.

Methods and mathematical models of processes on the currency exchange market
are analyzed in the fourth chapter of this work. A mathematical model of balanced
exchange rates is presented and analyzed, and balancing problems are formulated
and solved. Collocation models presented in this chapter are universal and can be
used to solve tasks of exchange market forecasting. Information about expected
exchange rates can be obtained by extrapolation. A high degree of information jus-
tification makes it possible to identify closed sequences of currency purchase–sale
operations giving speculative profit. To facilitate the adjustment of exchange rates
by second-level banks, an information system for supporting decision-making is
also presented.

To improve the quality of assessment of innovation projects, existing methods
of project assessment are analyzed in chapter five. Criteria and methods for as-
sessing innovativeness and competitiveness are developed, along with a graphic
model allowing visualization of project assessment in the coordinate scale of the
matrix model. Innovation projects being objects of two interacting segments—
science and business—are formalized as two-dimensional objects with the depen-
dence K = f (I), where K is competitiveness and I is innovativeness. The chapter
establishes a method for estimating realizability and economic efficiency of inno-
vation projects and presents a graphical model based on indicators of pure reduced
cost, internal profitability rate, pure profitability index, and payback periods. This
model facilitates complex project assessment on the basis of absolute positioning.
The corresponding decision support system provides a program-targeted approach
leveraging complex expertise in project assessment by such parameters as innova-
tiveness, competitiveness, and economic efficiency. This decision support system
is designed to be utilized by expert commissions responsible for venture funds,
development institutes, and other potential investors needing to select appropriate
innovation projects.

Chapter six explores the methods and mathematical models used to make invest-
ment decisions, which form a complex methodology for assessment and choice of
multi-dimensional investment project alternatives. Today’s financial management is
characterized by active implementation of investment projects where it is necessary
to forecast not only time structure of payments and their concrete sums but also
probabilities of possible deviations from the expected results—that is, to estimate
the degree of risk. Computer and measuring support of mathematical modeling ex-
pands the possibilities of practical application of the methods and models suggested
here.

Chapter seven studies the multi-objective stochastic decision-making models on
resource allocation. Constructing methods and models for the distribution of re-
sources is a rather important direction of modern science. Under the condition of
incomplete information, combined target functions, built on the classical principles
of choice, are used for the analysis and simulation of the distribution of productive
and investment resources for regional and industry development.
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Mathematical methods and models for monitoring government programs are con-
sidered in chapter eight. Such methods and models are aimed at improving the ef-
ficiency of the implementation of governmental programs and the transparency of
their execution, and also increasing the efficiency and validity of management de-
cisions by the program administrators. The implementation of management tech-
nologies to monitor the realization of the governmental housing program will let us
improve the evaluation of performance costs, that characterize the achievement of
governmental policy aims by the administrator during the process.

The final chapter studies methodology for the identification of competitive in-
dustrial clusters. The modern development of Kazakhstan has a distinctly regional
context. There is a need to cluster regions of the country according to similarity
in economic development, in order to create a dual regional policy, that takes into
account differences between groups of regions (regional clusters) and aims at de-
veloping not only separate regions and regional clusters, but also the whole territory
of the country. The combined technique of Kazakhstani regional cluster analysis
consists of assessing the economic level of development and identifying industry-
drivers in the region, developing on the level of competitiveness. This constitutes the
kernel of a potential industrial regional cluster, and accelerates the pace of economic
growth of the area.

Thus, the mathematical models and methods proposed in the book are effective
mechanisms of forecasting, synthesis and analysis, and support management in the
appropriate spheres of application of economic industry.
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